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This issue features five research articles that report essential findings and implications in Contemporary Economics. In the first article, Chakabva, Bganya & Obokoh (2023) investigates the implication of stock management on the financial performance of SMEs in the mobile industry in Cape Town, South Africa.

In the second article, Oseki, Agbogidi, Okondu, & Aronu (2023) uses various tests such as ADF, Jarque-Bera, and co-integration test to determine the order of integration of variables and examine the short-run and long-run effect of the variables on growth output.

In the third article, Musa (2023) examines the impact of household income on child labour in the Bauchi Local Government Area of Bauchi State.

In the fourth article, Akarsu (2023) analyses the relationship between economic growth and income distributions in line with the latest data announced in Türkiye.

In the fifth article, Kwatra (2023) examines at the long-term relationship between GDP and the GFC and GNS to answer the question whether gross national saving and gross capital formation contribute to Oman’s economic growth.

I would like to thank our authors, reviewers, and readers for their continuous support.
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STOCK MANAGEMENT AND SUSTAINABLE FINANCIAL PERFORMANCE OF SMES IN THE MOBILE INDUSTRY IN CAPE TOWN, SOUTH AFRICA

Oscar Chakabva*, Martha Bganya, Lawrence O. Obokoh

ABSTRACT

SMEs in the mobile industry have high telecommunication costs such as high stock costs and deactivation of SIM cards, perceived to be the major problem contributing to their stagnant financial performance. The objective of the paper was to investigate the implication of stock management on the financial performance of SMEs in the mobile industry in Cape Town, South Africa. A questionnaire survey was undertaken with a sample of 50 SMEs in the mobile industry to obtain quantitative data. The data was analysed using descriptive and inferential statistics through SPSS and Microsoft Excel power pivot. The results of the analysis revealed that most sampled SMEs prepared stock budgets and that the most commonly used stock management technique was the economic order quantity. It also revealed inexperienced personnel, lack of expertise in stock handling, poor store records and inadequate funds as the main factors hindering effective stock management. The correlation analysis results showed positive correlation of 0.65 between stock turnover and liquidity, and 0.71 between stock turnover and profitability. As a result, the study revealed that stock management impacts positively on the financial performance of a business. The study suggests that to tackle the root causes of poor financial performance among South African SMEs in the mobile industry, effective stock management is crucial.
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1. INTRODUCTION

The South Africa (SA) mobile industry is considered as one of the most progressive and advanced industries in the African continent (BusinessTech, 2017; Gaille, 2019). South Africa has the most extensive mobile phone presence in Africa, with productive development of internet connectivity and infrastructure growth since 2008 (Mpwanya & Van Heerden, 2015; BusinessTech, 2017; Gaille, 2019). The Covid-19 pandemic accelerated the widespread adoption of mobile data and digital technologies in SA and globally, as remote working and remote learning have become the new norm (Faku, 2020; Hern, 2020; Ndlazi, 2020). Mobile industry penetration and development have created jobs in South Africa as well as new business opportunities for small and medium enterprises (SMEs), thereby improving infrastructure, productivity and financial performance (Samakosky, 2016; Elliott, 2019).

Despite the importance of the mobile industry to the South African economy, firms operating in this industry are struggling to survive, especially those classified as SMEs and have high failure rate in SA, ranging from 70 to 80% (Fatoki, 2014; Leboea, 2017). This high failure rate undermines the potential of the mobile industry to make a significant contribution towards economic growth, creation of jobs and the reduction of poverty.

Though the causes of the high failure rate of SMEs operating in the mobile industry are varied, one that is often discussed is inefficiency in respect of stock management. A study by Mpwanya and Van Heerden (2017) found that SME mobile providers neglect the management of stock (i.e., mobile phones, starter packs, routers and network equipment) and often take a long time to sell their stock, leading to a decline in profit and eventual insolvency. Anecdotal evidence have it that a particular SME in the mobile phone industry in Cape Town had been growing rapidly with an average of 1500 contract cellphone activations each month but kept on battling with liquidity and profitability problems. It was assumed that, due to the high number of activations of cell phones per month, the SME was acquiring lots of stocks which at the end became too excessive stock due to returns. Studies by Kanguru (2016) and Radasanu (2016) revealed that excess volumes of stock negatively affect the financial performance of a business.
In the quest for a sustainable solution to the poor financial performance and the high failure rate of SMEs operating in the mobile industry in South Africa, a focus on stock management could therefore be key. Despite this, little research has been conducted on the management of stock within SMEs operating in the mobile industry of South Africa. Most studies that have investigated stock management have focused on SMEs in the manufacturing sector (Shin et al., 2015; Otuya & Eginwin, 2017; Orobia et al., 2020). In order to address this knowledge gap, it is vitally important to investigate the implications of stock management on the financial performance of SMEs operating in the mobile industry in Cape Town, South Africa. The remainder of the article will commence with a detailed review of the literature in section 2 on the subject matter. The research methodology will in section 3, followed by the analysis and discussion of the results in section 4. The concluding remarks and areas for future research will be highlighted in section 5.

2. LITERATURE REVIEW

This section of the paper provides an overview of the mobile industry, a review of existing literature on stock management and financial performance. It also offers a theoretical framework for the investigation based on the contingency theory.

2.1. “An overview of the Mobile Industry.”

“The mobile industry is a subset of the telecommunications industry concentrating on cell phones, but encompassing electronics, producers of computer hardware, software, wireless and remote technologies that are utilised in a diversity of portable gadgets” (Akers, 2020; McMahon, 2020). The mobile industry is also an important element in the fourth industrial revolution (4IR), since 3G/4G networks in conjunction with increasing smartphone adoption are creating demand for 4IR digital media, digital content, facilities and services (McGinnis, 2018; Eiser et al., 2019).

The rise in consumer demand for mobile devices has led to growth in the mobile industry, created employment and improved living standards for populations in SA and around the globe (Akers 2020; McMahon, 2020). In SA 20 to 22 million people make use of cell phones, which is about 33% of the nation’s population (Statista.com, 2020). During this era of the Covid-19 pandemic, mobile internet, fixed wireless connections, and mobile applications have become essential instruments for staying operational and in touch with medical professionals, co-
workers, and loved ones (GSMA, 2021).

Recent SME landscape studies conducted by Anon. (2019) and Thulo (2019) have shown that most SMEs in South Africa do not survive more than five years because of the many obstacles they face in respect of financial resources. For SMEs in the mobile industry, the high cost of stock such as cell phones, starter packs, data and routers, as well as their ever-growing operational expenditure (Opex), including stock-related costs, can lead to stagnation in financial performance (Mpwanya & Van Heerden, 2015; Lang, 2018). The paper tries to focus on the perception that SMEs operating in the mobile industry in SA are underperforming partly due to lack of sound stock management.

2.2. The concept of stock management
According to Bhandari (2018:79), stock management is a “management tool that consists of planning, organising, monitoring and controlling the process of stocks from their initial procurement to ultimate destination.” A low level of stock unfavourably affects everyday operation of the business. On the other hand, a high level of stock can result in losses, stock damage, bad stock, opportunity costs and various holding costs. Figure 1, below, illustrates the stock management process.

![Figure 1: Stock management process (Tandem Technologies, 2014)](image)

Moreover, Alla (2018) further elaborates that stock management is a “collection of techniques, tools, methodologies, and strategies for stowing, tracking, delivering, and ordering stock”. It is essential to control the movement of stock effectively to maximise liquidity, reduce losses and enhance profits, and this is where stock management techniques come into play. Experts have identified the following stock management tools and techniques: “economic order quantity, minimum order quantity, just in time, safety stock inventory, reorder point formula, batch tracking, consignment stock, perpetual stock management, drop-
shipping, six sigma and demand forecasting” (Shah & Mittal, 2019; Walts, 2020). CX Works (2018) notes that there is no universal prescription for stock management since it will depend on the processes, environment and technology characteristic of the organisation. SMEs should make sure that the strategy they choose can improve efficiency and sustain growth.

2.3. Factors affecting the effectiveness of stock management of SMEs

Factors that influence the effectiveness of stock management in SMEs include the following (Chan et al., 2017; Olowolaju & Mogaji, 2020);

- Inadequate funds,
- inexperienced staff,
- lack of skills and knowledge by the employees,
- poor communication,
- suppliers, poor store records
- Uneven document management.
- Lack of technology

Is there no brief explanation given by the quoted authors on the listed items?

2.4. Organisational Profitability and Stock management

The main goal of stock management is to attain safety stock by preventing the holding of too much or too little stock. Safety stock helps the business to achieve manageable holding costs (Orobia et al., 2020). If an organisation’s working capital is not properly managed, the funds could end up being tied up in stock (Kakeeto et al., 2017). This will result in a higher stock conversion period, which affects sales turnover and decreases profitability. It is therefore essential for SMEs operating in the mobile industry to avoid over-stocking, as it will not only incurs higher costs (for insurance and storage, etc.) but can also lead to obsolete stock, which will negatively affect profitability. On the other hand, if stocks are decreased the conversion period and the volumes of stock to safety stock through sound stock management, will improve profitability (Kakeeto et al., 2017). Otuya and Eginiwin (2017) notes that SMEs with higher stock turnover produce better results than those with lower stock turnover. But circumstances in the industries investigated – Ghana’s food industry and Nigeria’s manufacturing industry – may be distinct from those faced by SMEs operating in the mobile industry in South African. They have high telecommunication costs i.e., high stock costs and excessive related stock costs, perceived to be the
major problem contributing to stagnant financial performance.

2.5. Organisational Liquidity and Stock management

Evans (2016) has noted that the major dangers of holding excessive stock are “loss of profit, excessive carrying costs and liquidity problems”. Stock management is therefore critical to the maintenance of an SME’s liquidity position (Rodeck, 2011). Bulk purchase of goods by a firm may lead to a discount from the supplier and/or better credit terms for the purchaser, but may result in the firm holding excessive stock and reduced liquidity. Bibi and Amjad (2017) assert that stock management is crucial to enterprises since it affects the firm’s profitability and liquidity. A firm should closely monitor both profitability and liquidity since sacrificing one for the other may cause serious problems down the line.

2.6. Management of stock in the mobile industry

While studies on stock management by SMEs in the mobile industry are scarce, the ones included in this section are relevant to the present study. Epusi (2013) investigated mobile phone dealers in Nairobi, Kenya. The study examined approximately 100 respondents selected through random sampling, about 65% of the target population of 155 listed mobile phone dealers in Nairobi. The study noted that a considerable number of the SMEs surveyed neglected the management of their stock in relation to the threat posed to the environment by the mobile devices. Although they were aware of this, they did not heed the guidelines supplied by environmental bodies for mobile stock management. According to Epusi (2013), the management of stock impacts on the environment both in the forward logistics that deliver mobile stock and services to end-users, and in reverse logistics, which recycle mobile stock to refurbished phones. Moreover, many respondents were knowledgeable about green products and suppliers and were prepared to consider the purchase of refurbished mobile phones.

The study further revealed that refurbished phones accommodated the needs of customers who appreciate the lower cost, although refurbished phones may manifest technical problems that have a major influence on stock returns, leading to more costs to the supplier. The study however did not assess the implications of stock management on the financial performance of refurbished phone retailers. The study was conducted in Kenya, and although Kenya has a high mobile phone penetration comparable to South Africa’s, the generalisability
of the study’s findings is questionable in the SA context and in addressing the objectives of this paper.

In a recent study, Mpwanya and Van Heerden (2017) explored supply chain costs that encompassed stock and related matters in the “South African mobile phone industry”. The study investigated one mobile retailing group and three mobile network operators, using semi-structured interviews to collect data for a qualitative, case-study approach. The study showed that operating expenses incurred by stock purchases and related costs in mobile phone businesses are colossal, and that information on the management of stock and stock supply in the mobile phone industry in SA is highly limited. The study suggested that companies should, continuously embark on cost reductions such as holding lower stock levels to improve business performance. It found that better liquidity can be achieved by stock management through the maintenance of balanced stock levels, higher stock returns and the greater use of resources. Other avenues for reducing expenses and increasing efficiency and profitability in the mobile phone industry included the outsourcing of certain support activities and the direct purchasing of stocks by device manufacturers.

Mpwanya and Van Heerden (2017) argue that regulators should reassess the South African mobile telecoms policies by allowing SME mobile retailers to purchase handsets directly from device manufacturers to boost efficiency, from the perspective of both retailers and end-users. This would reduce stock costs and enable a better deal for consumers, to improve financial performance. Mpwanya and Van Heerden’s (2017) research took the form of a qualitative case study, however, quantitative research would have been able to summarise large tracts of information, with greater accuracy and no bias. The results of the study, which included both large and small mobile phone companies in the industry and used a small sample size, did not reveal the implications of stock management on the financial performance of the SMEs involved.

Furthermore, the theory underpinning the study will also help in the interpretation of the research’s findings, which will further aid in gaining a better understanding of the subject. A deeper comprehension of the implications of stock management on the financial performance of SMEs in the mobile industry in Cape Town, SA, will be made possible by the contingency theory in management accounting.
2.7. Contingency Theory of Management Accounting

Contingency theory is a method for studying organisational behaviour that elucidates “how contingent variables such as culture, technology and the exterior environment influence the design and function of organisations”. (Islam & Hu, 2012; Maziriri & Mapuranga, 2017). This theory is based on the notion that not every entity will derive the same benefits from a particular organisational structure. Contingency theory, as applied to this study, asserts that no management accounting techniques – for instance, for stock management – are universally appropriate for all businesses. Their suitability for a given enterprise depends on the situational factors that it faces (Islam & Hu, 2012).

Otley (2016) and Nguyen and Le (2020) identify the contingency factors affecting management accounting technique adoption as “organisation size, market competitive intensity, technology and the qualification levels of accounting personnel”. Thus, the size of an organisation has an impact on how stock management is administered as a management accounting practice; large organisations, for example, have the resources to employ sound stock management. As a result, there is a “positive correlation between the size of the entity and the use of advanced management accounting techniques” for stock management. Management accounting techniques also evolve in response to market competition, with a positive correlation between market competition intensity and management accounting approach adoption. Finally, there is a favourable correlation between the qualification levels of a company’s employees and its use of management accounting techniques. (Otley, 2016; Nguyen & Le, 2020). Thus, the lower the skills or qualification level of the employees, the less the appropriate management accounting techniques will be adopted. A corollary is that the more advanced the level of technology employed by an entity, the more informed their decision making will be and the greater certainty it is that they will implement suitable management accounting techniques such as sound stock management.

Furthermore, Lopez and Hiebl (2015) emphasise the critical necessity for research into accounting processes in SMEs. Kemerer (1991) applied contingency principles in an earlier study in management accounting research. The study investigated the effects of “structural factors” and discovered that companies that employed just-in-time programmes are prone to provide worker’s performance information. A study by Kibangou (2019) also applied contingency theory and found that strategic management techniques such as
drawing up a balance scorecard and budgets could help small businesses enhance their performance. On the other hand, a recent study by Orobia et al. (2020) asserts that sustainable performance in a business is “contingent on its unique offerings and the development of this uniqueness over time by fostering the core competencies of the business”. Orobia et al. (2020) maintain that when an SME’s managers have the skills required, they can use them to improve stock management, which will lead to healthier financial performance.

3. METHODOLOGY
Drawing upon studies such as Antwi and Hamza (2015), and Pratap (2019), the study adopted a quantitative research approach by the use questionnaire survey a tool of positivist paradigm.

3.1. Research Paradigm, Approach, and Design
The positivist paradigm was adopted to investigate the implications of stock management on the “financial performance of SMEs” in the mobile industry in Cape Town. The positivist paradigm perspective clarifies how variables correlate, shape occasions and cause results in quantitative terms (Antwi & Hamza, 2015). The positivist paradigm was adopted instead of the interpretative paradigm as it is more relevant to the quantitative research study, and it helps to obtain the closest approximation. Impelling from the positivist paradigm used the quantitative research method was adopted in the research to mitigate the research problem at hand. A casual research design was used to measure the implication of stock management on the financial performance of SMEs in the mobile industry since the study’s goal is to assess the relationship between stock management (an independent variable) and the financial performance (a dependent variable) of SMEs in Cape Town, SA. Casual research is a research design that is effective when ascertaining the correlation between variables. As a descriptive research design, it is suitable for knowing the cause-and-effect relationships between the independent variable and the dependent variable. (Pratap, 2019). Quantitative research, according to Etikan, Musa, and Alkassim (2016), is dependable, simple, and efficient.

3.2. Research Population, Sampling Technique, and Sample Size
A research population refers to the whole pool of relevant subjects from which a statistical sample can be drawn (Kenton, 2020). The intended research population in this study included all SMEs in the mobile industry in Cape Town,
South Africa. Through the Bizcommunity online directory, 68 SMEs in the mobile telecoms industry were identified, forming the research population (Bizcommunity South Africa, 2020). To increase the number of participants, the SMEs who were approached were prompted to recommend an additional 30 SMEs operating in the mobile industry who were not on the Bizcommunity database. A sample of 20 SMEs was identified, that is, 30% of the 68 mobile industry SMEs listed on the nationwide Bizcommunity database. The size of the SMEs was limited to the official South African definition of firms employing 6 to 250 employees (South Africa, 2019). Purposive sampling was used. Purposive sampling involves selecting participants or events deemed capable of providing significant data that serves the purposes of the study helping with feedback on research questions and attain the research goals (Taherdoost, 2016; Dudovskyi, 2018). The selected participants therefore comprised owners, managerial personnel, accountants and stock controllers.

The snowball sampling method was thereafter employed because only 20 of the 68 SMEs originally identified from Bizcommunity were located in Cape Town and it was decided that 20 respondents were fewer than the minimum of 30 required for a thorough or authoritative quantitative study (Eichler et al., 2018). Snowball sampling was therefore employed to recruit an additional 30 SMEs operating in the mobile industry. Snowball sampling is a form of chain-referral sampling whereby one individual from a target population refers the researcher to another individual, who then refers him or her to yet another person, as many times as the researcher desires (Beins & McCarthy, 2018:124). These 30 referrals were all located in the city of Cape Town and their company sizes ranged from 6 to 250 employees in accordance with the South African criteria for SMEs (South Africa, 2019). Besides, since the sample size exceeded the minimal requirement of 30 for a quantitative study, it is reasonable to assume that it was representative of the target population. (Ahmad, 2012; Eichler et al., 2018). As a proportion, it was higher than that used in other comparable research studies (Ocran et al., 2017).

3.3. Data collection and Analysis of Data

The data collection instrument used was a self-administered, closed-ended questionnaire survey. The researchers collected data through questionnaires handed out or mailed to representatives of SMEs – owners, managers, accountants and stock managers – that is, those involved in making decisions or processing management accounting reports and therefore likely to be well-
versed in stock management in their respective enterprises. The data collected from the questionnaires was recorded and analysed using the “Statistical Package for Social Science (SPSS)” version 27.0 and Microsoft Excel pivot were utilised for data analysis purposes.

3.4. Measures to ensure reliability and validity
This section of the paper explores the reliability and validity of the research instrument that was used to collect data from participants.

3.4.1. Reliability of the research instrument
Reliability reflects how accurate a measurement or calculation can be; it refers to the degree to which the results remain constant over time and accurately reflect the overall population under study (Wagemaker, 2020:12). The questionnaire's reliability was tested to guarantee that similar results could be obtained if the questionnaire was directed at a similar group using a similar approach at a different time. This occurred during the pilot testing. The questionnaire was evaluated by 5 intellectuals with knowledge in questionnaire design, who confirmed that it was unambiguous, simple, understandable, and clear. Additionally, it was discovered that the questionnaire could produce the same results when given to the same respondents at various times (Wagemaker, 2020:12). To further test the questionnaire's reliability, a “Cronbach's Alpha Coefficient” reliability test was performed (Saunders et al., 2012:369; Arai et al., 2021:246). This is shown below for the questionnaire's “Likert scale” questions.

Table 1: Cronbach Alpha Testing

<table>
<thead>
<tr>
<th>Cronbach's Alpha Based on Standardized Items</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>.949</td>
<td>.952</td>
</tr>
<tr>
<td></td>
<td>22</td>
</tr>
</tbody>
</table>

“3.4.2 Validity of the research instrument”

Validity refers to the extent to which one can draw realistic conclusions about
people or populations based on test results that reflect the field of study (Loewenthal & Lewis, 2019; Wagemaker, 2020:12). Internal validity can be of various types, but for present purposes, only construct and content validity were regarded significant. Another way of ensuring a questionnaire’s construct validity is to link the sub-questions to the main one (Jaccard & Jacoby, 2020:393). In this paper, the questions in the questionnaire were formulated essentially as elaborations of the four research sub-questions. To establish content validity, we also asked experienced educators to confirm that the research instrument covered all of the components of the study’s research objectives. In addition, care was taken to include in the sample businesses located in various suburbs in Cape Town, to ensure that the findings were representative of the SMEs in the mobile industry as a whole and enhance their generalisability. As a result, external validity is determined to have been achieved in this survey.

3.5. Ethical Considerations
Because the study included human subjects, ethical procedures established by the “Cape Peninsula University of Technology's Research Ethics Committee” were followed. For instance, confidentiality, voluntary participation and informed consent ethical standards were upheld in this research study.

4. RESULTS AND DISCUSSION
This section analyses and discusses the responses to questions on the techniques used in forecasting stock purchases by SMEs in the mobile industry, the stock management measures they employ, the factors that hinder the effectiveness of stock management, as well as the correlation between stock turnover and financial performance among the SMEs concerned.

4.1. Demographic information
The results of the study “the implications of stock management on the financial performance of SMEs in the mobile industry in Cape Town, South Africa” were analysed and discussed using data from 40 of the 50 questionnaires that were distributed. The 40 completed questionnaires represented an 80% response rate. Furthermore, a 50% response rate for a research study is considered adequate, 60% good and 70%, excellent (Mugenda & Mugenda, 2003; Musando, 2013). In this context, an 80% response rate was ideal. Table 2 below shows how many people worked for the SMEs that took part in the research.

Table 2: Number of employees
The demographic information of the respondents was ideal for this study because of 80% of the firms had been in operation for more than 5 years, giving them adequate time to adopt stock management processes, making them ideal for this study. Furthermore, 95% of the sampled companies employed between 5 and 250 people, which qualified them as SMEs and made them a good fit for this study. Although only 40% of respondents were accountants, the remaining 60% were all involved in the organisation’s decision-making, which necessitates management accounting information. They should thus have been familiar with the stock management practices in their business. The 55% had held their positions for more than 6 years and therefore could be anticipated to be well-informed about the business's operations. Most respondents (90%) had at least a diploma, indicating that they were educated and hence should have been able to complete the questionnaire survey competently.

The following analyses and discusses the results of the techniques used in forecasting stock purchases by “SMEs in the mobile industry in Cape Town, South Africa”, the stock management measures they employ, the factors that hinder the effectiveness of stock management on these SMEs as well as the correlation between stock turnover and the financial performance of these SMEs operating in the mobile industry.

4.2. Techniques used on forecasting stock purchases by SMEs in the mobile industry

The participants were asked to rate the usage of the techniques used to forecast stock purchases manage the stated risks using a “five-point Likert scale” with the following weightings: “Strongly disagree = 1, Disagree= 2, Neutral= 3, Agree= 4, Strongly Agree = 5”. To facilitate presentation, the percentages of those who “strongly agreed or agreed” with the assertions were combined for presentation in Table 3. Those who could not agree or disagree with the statements – being unable to commit to a distinct stance – were grouped together as disagreeing with them. This technique is justified since it guaranteed...
that only those who “strongly agreed or agreed” with the claims were recorded as such. It has been utilised effectively in other management accounting research (Mjongwana & Kamala, 2018; Ntshonga, 2019).

Table 3: The techniques used by SMEs to forecast stock purchases

<table>
<thead>
<tr>
<th>Usage%</th>
<th>Respondents</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td>Prepares stock budgets</td>
<td>90.0%</td>
<td>3.90</td>
</tr>
<tr>
<td>Relies on common sense</td>
<td>35.0%</td>
<td>3.20</td>
</tr>
<tr>
<td>Just-in-time (rather than carrying large quantities of stock at once, the firms receive items from suppliers as required)</td>
<td>40.0%</td>
<td>3.45</td>
</tr>
<tr>
<td>Consignment stock (the firm obtains stock from suppliers prior to payment; the suppliers retain ownership of the stock, and payments are made after the merchandise is sold)</td>
<td>10.0%</td>
<td>3.00</td>
</tr>
<tr>
<td>Economic order quantity (“the business calculates the order quantity that minimises the total holding cost and ordering stock”)</td>
<td>50.0%</td>
<td>1.65</td>
</tr>
</tbody>
</table>

As depicted by Table 3 the majority of SMEs (90%) prepare stock budgets before purchasing stock, while a minority use common sense to decide the quantities of stock to be purchased. It was also found that the most commonly used stock management technique was the economic order quantity (50%), followed by just-in-time (40%) and the consignment stock method (10%). Furthermore, mean and standard deviation were used in further statistical analysis using SPSS to demonstrate the data’s spread and highlight the respondents' diversity. The derived means were identical to the percentages given. More than half the statements have standard deviations of less than one, indicating that the respondents were in agreement with one another.

The findings above also corroborate the “contingency hypothesis, which holds that the applicability of accounting practices to a particular institution is contingent on situational elements” such as technology, organisational size, market competitive strength, and the level of accounting staff qualification (Islam & Hu, 2012; Maziriri & Mapuranga, 2017). For instance, the size of an organisation has an impact on its employment of stock management as a management accounting procedure or tool, since larger companies tend to have the resources to employ sound stock management. There is therefore a positive correlation between the size of the entity and the adoption of sound and
4.3. Stock management measures used by SMEs in the mobile industry

Table 4: Measures for controlling and monitoring stock

<table>
<thead>
<tr>
<th>Stock Management Measure</th>
<th>Usage%</th>
<th>Respondents</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performed manually.</td>
<td>80%</td>
<td>3.45</td>
<td>1.260</td>
</tr>
<tr>
<td>Performed using a computer system.</td>
<td>55%</td>
<td>3.30</td>
<td>1.506</td>
</tr>
<tr>
<td>There are dedicated staff to manage the warehouse.</td>
<td>35%</td>
<td>2.60</td>
<td>1.374</td>
</tr>
<tr>
<td>There are clear procedures for picking and dropping off stock from the warehouse.</td>
<td>50%</td>
<td>3.25</td>
<td>0.954</td>
</tr>
<tr>
<td>The movement of stock is verified and authorised by the management.</td>
<td>45%</td>
<td>3.20</td>
<td>1.043</td>
</tr>
<tr>
<td>Every movement of stock is recorded on the stock-cards.</td>
<td>30%</td>
<td>2.25</td>
<td>1.463</td>
</tr>
<tr>
<td>Stock records are maintained based on periodic physical records.</td>
<td>60%</td>
<td>3.50</td>
<td>0.751</td>
</tr>
<tr>
<td>Stock records are maintained based on a perpetual system.</td>
<td>30%</td>
<td>2.80</td>
<td>1.522</td>
</tr>
</tbody>
</table>

Concerning the use of stock management measures, 80% agreed that their firms’ stock control was performed manually, while 55% said it was performed using computer systems. Only 50% confirmed that defined procedures for receiving and issuing merchandise from the warehouse were followed, while 45% confirmed that the movement of stock had to be verified and authorised by management. A mere 30% reported that every movement of stock was recorded on stock cards. Most respondents (60%) stated that stock records were maintained on a periodic physical basis, while 30% reported that stock records were maintained according to the perpetual system. Moreover, 35% of respondents said their companies had dedicated staff to manage the warehouse. This indicates that a large percentage of the SMEs are either computerised or have excellent manual record-keeping and stock-taking processes.

These results corroborate the “contingency theory, which asserts that there is no universally applicable accounting system that applies equally to all organisations in all circumstances” (Otley, 2016:46). The effectiveness of various components of an accounting system is contingent upon the unique conditions in which an enterprise found itself. In the context of this study, different stock management practices are perceived differently according to the unique scenarios in which SMEs find themselves.
4.4. Factors that hinder the effectiveness of stock management on SMEs in the mobile industry

Table 5: Factors that hinder the effectiveness of stock management

<table>
<thead>
<tr>
<th>Factors</th>
<th>Percentage agreed</th>
<th>Respondents</th>
<th>Standard Deviation (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agree</td>
<td>N=40</td>
<td></td>
</tr>
<tr>
<td>Inadequate funds</td>
<td>35%</td>
<td>2.80</td>
<td>1.137</td>
</tr>
<tr>
<td>Inexperienced staff</td>
<td>60%</td>
<td>3.45</td>
<td>0.815</td>
</tr>
<tr>
<td>Lack of skills and knowledge by the employees</td>
<td>10%</td>
<td>3.00</td>
<td>0.453</td>
</tr>
<tr>
<td>Poor communication</td>
<td>15%</td>
<td>3.20</td>
<td>0.823</td>
</tr>
<tr>
<td>Poor store records</td>
<td>40%</td>
<td>3.60</td>
<td>1.033</td>
</tr>
<tr>
<td>Lack of technology</td>
<td>45%</td>
<td>3.25</td>
<td>1.104</td>
</tr>
</tbody>
</table>

As depicted in Table 5, above, the factor that hindered the effectiveness of stock management the most was perceived to be inexperienced staff (60%). This was followed by a lack of technology (45%), poor store records (40%), and inadequate funds (35%). Other factors agreed upon by only a minority of respondents included poor communication (15%) and lack of skills and knowledge on the part of employees (10%). These findings contrast with those of prior studies that identified the factors that hinder stock management in SMEs as lack of innovation, top management not understanding the utility of management accounting, suppliers with poor store records, and a lack of technology and the learning and sharing of knowledge and skills (Chan et al., 2017; Olowolaju & Mogaji, 2020).

Moreover, the scores for inexperienced staff were (Mean = 3.45, SD = 0.815), lack of skills and knowledge among the employees “Mean = 3.0, SD = 0.453” and poor communication “Mean = 3.20, SD = 0.823”. These findings showed a standard deviation of less than one, indicating agreement among the respondents on the above-mentioned statements about factors that hinder the effectiveness of stock management for SMEs in the mobile industry. However, fewer statements had results that were just above one, indicating a mixed reaction in that the proportions of people who agreed with the statement and those who disagreed were nearly equal.

These findings are consonant with “contingency theory, which states that certain contingency factors have to be present for an organisation” to implement sound
stock management. These include technology, knowledge and expertise, qualified accounting staff and sufficient numbers of staff. According to the theory, the sampled SMEs in the mobile industry face challenges when attempting to implement sound stock management because of these factors. In addition, the smallness of these entities may render their adoption of sound stock management practices cost-ineffective.

4.5. Correlation between stock turnover and financial performance

Table 6: Correlation between stock turnover and financial performance

<table>
<thead>
<tr>
<th>Stock turnover and liquidity</th>
<th>Stock turnover and profitability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q11 Pearson Correlation</td>
<td>Q11 Pearson Correlation</td>
</tr>
<tr>
<td>Sig. (2-tailed) N</td>
<td>Sig. (2-tailed) N</td>
</tr>
<tr>
<td>.655** 40</td>
<td>.710** 40</td>
</tr>
</tbody>
</table>

Pearson correlation analysis was performed using SPSS on the responses to questions 11-13 to establish the degree of correlation between stock turnover and the financial performance of SMEs in the mobile industry in Cape Town, SA. As depicted in Table 6, it was found that there was a 0.655 positive correlation between stock turnover and liquidity as well as a 0.710 fairly strong positive correlation between stock turnover and profitability. The results therefore reveal that stock management has a positive effect on the financial performance of a business. These findings are consistent with those of Danlami (2016) and Orobia et al. (2020), who found that there is a positive and significant correlation between stock management and financial performance.

The preceding findings further corroborate the “contingency theory”, which asserts that an accounting practice's suitability for a given business is dependent on the entity's contingent circumstances, such as market competition, technology and the qualification levels of accounting personnel (Islam & Hu, 2012; Maziriri & Mapuranga, 2017). It appears that certain contingent factors that make management accounting techniques such as stock management suitable for organisations already exist among SMEs. For instance, the more advanced the level of technology employed by a business, the better informed
their decision-making will be and the more likely it will be that they adopt appropriate management accounting techniques such as sound stock management. The prevalence of low-cost technology has made it accessible to entities of all sizes, which nevertheless face the challenge of hiring properly qualified accountants.

5. CONCLUSION

The main objective of this paper was to investigate the “implications of stock management on the financial performance of SMEs in the mobile industry in Cape Town, South Africa”. To address the objectives of the study, a questionnaire survey was conducted to collect quantitative data, which was then analysed using “descriptive and inferential statistics” through SPSS and Microsoft Excel power pivot. According to the findings, the Correlation analysis results showed a 0.655 positive correlation between stock turnover and liquidity, as well as a 0.710 (fairly strong) positive correlation between stock turnover and profitability. In a nutshell, the findings of this study revealed that the majority of SMEs in the mobile industry decision-makers agreed that sound stock management has a positive effect on the financial performance of SMEs in the mobile industry of Cape Town, South Africa. The implication is that careful, efficient and effective stock management could be one of the keys to reducing high costs for better financial performance and sustainability.

This paper not only fills a gap in the literature about the implications of stock management on the financial performance of SMEs but also adds invaluable insights into stock management in SMEs. The latter could serve to inform future government initiatives aimed at improving their performance. The study recommends that SMEs operating in the mobile industry and other sectors should be educated on the benefits of fully committing to sound stock management practices in their operations through frequent training and workshops, regardless of the obstacles they encounter or the deterrents they face. Furthermore, the researchers recommend that mobile service providers, if possible, purchase stock from device manufacturers, use the just-in-time method as much as possible, as well as try to negotiate with suppliers to adopt the consignment stock approach. This could result in considerable stock and related cost reduction as well as better service offerings at lower prices for the customers. Consequently, these results open possibilities for future research. Since this study employed a quantitative method, it might be complemented by qualitative research to enable a more thorough-going analysis of the topic under
study. Further research could use factor analysis, Chi-Square tests, and time-series analyses to investigate the implications of stock management on the financial performance of SMEs, to obtain a more detailed statistical analysis of the contributions made by independent variables to dependent variables in cause-and-effect relationships. Furthermore, the study’s findings were drawn from a sample of 50 SMEs. In order to enhance the generalisability of the findings, future research might choose to employ a larger sample size.
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THE COMPOSITION OF GOVERNMENT EXPENDITURE ON GROWTH OUTPUT (GDP) IN NIGERIA’S CURRENT REPUBLIC (1999-2021)

Diken Oseki *, Rioborue B. Agbogidi, Ogechukwu E. Okondu, Charles Aronu

ABSTRACT

This study looked at the composition of government expenditure on growth output (GDP) in Nigeria with the current republic (1999-2021). The government expenditures considered in the study include: government expenditure on education (GEE), government expenditure on health (GEH), government expenditure on Agriculture (GEA), government expenditure on Road & Construction (GER&C), government expenditure on Transportation & communication (GET&C). The objectives of the study include determining the order of integration of the variables considered in the study and examining the short-run and long-run effect of the selected macroeconomic variables on the growth output with the current republic in Nigeria. The study used various tests such as ADF, Jarque-Bera, and co-integration test to determine the order of integration of variables and examine the short-run and long-run effect of the variables on growth output. The study found that government spending on education increased more than all other expenditures from 2000 to 2021, and GEH was greater than GER&C, GEA, and GET&C from 2010 to 2021. The study concluded that government expenditure has an insignificant short-run and long-run impact on growth output with the current republic in Nigeria, and recommended reversing budgetary allocations to the sectors to have an impact on the economy's overall production.

KEY WORDS: Government expenditure, Growth Output, Education, Health, Agriculture
1. INTRODUCTION

Economic growth may be significantly impacted by government spending. The demand for products and services may be stimulated by government spending, which can raise output and create jobs. In addition, government expenditure may encourage investments in Research and development, infrastructure, and education, all of which can boost long-term economic growth and productivity. Fiscal stimulus is one method of government spending that might increase demand. This may entail actions like tax reductions or higher public spending on goods and services. Increasing consumer spending and company investment, these activities may boost the economy. Such as when the government spends more money on infrastructure projects, this is expected to result in more employment being created in the construction industry and more supplies and equipment is needed.

Government expenditure is a critical component of economic growth in any country. It is believed that increased government spending can lead to increased economic growth by providing an enabling environment for investment and promoting the development of infrastructure. In Nigeria, government expenditure has been a topic of great interest over the years, as policymakers seek to balance the need for development with the need for fiscal prudence.

Government expenditure is expected to also promote economic expansion by making investments in human capital. This can include money spent on healthcare, education, and training. These investments have the potential to raise employee productivity and skill levels, which might boost economic development. One of such instance is when the government spends more money on education, this may result in a workforce that is more educated, which could enhance productivity and creativity. Another important element of government expenditure that might stimulate economic development is infrastructure investment. Transportation systems, such as buses and trains, are examples of infrastructure. These expenditures may enhance communication and transportation, which may simplify company operations and increase public access to goods and services. Increased economic activity and the development of jobs may result from this. Thus, it is necessary for the present study to look at the composition of government expenditure and growth output in the current republic of Nigeria. It is on record that Nigeria has experienced so far four...
Republics; the first republic is the republican government of Nigeria between 1963 and 1966 which was governed by the constitution of the first republic, the second republic (1979–1983), the third republic (1993) and the fourth/current republic (1999–present). The aim of this study is to investigate the impact of government expenditure on economic growth in Nigeria within the current republic, using data from 1999 to 2021. The study seeks to address the following research questions: i. Does government expenditure have a significant impact on economic growth in Nigeria in the short run?, ii. Are the variables stationary?, iii. Is there a cointegrating relationship between government expenditure and economic growth in Nigeria?, and iv. What is the significance of the error correction coefficient in the relationship between government expenditure and economic growth in Nigeria? The specific objectives of the study are as follows: i. To investigate the short-run and long-run impact of government expenditure on economic growth in Nigeria within the current republic, ii. To examine the trend and stationarity of the variables using unit root tests and Jarque-Bera tests, iii. To determine if there exists a long-run relationship between government expenditure and economic growth in Nigeria, and iv. To evaluate the significance of the error correction coefficient and the ECT coefficient for oscillatory convergence.

Several studies have been conducted on the impact of government expenditure on economic growth in Nigeria. For instance, Okoro and Udeh (2020) found a positive and significant relationship between government expenditure and economic growth in Nigeria using Vector Error Correction Model (VECM). Ogunleye and Ogunrinola (2021) also found that government expenditure has a positive and significant impact on economic growth in Nigeria using the Autoregressive Distributed Lag (ARDL) approach. Uremadu et al. (2019) conducted a study to examine the impact of government spending on economic development in Nigeria from 1999 to 2016. The authors categorized the government's current spending into five groups and found that spending on the national assembly, pensions, and gratuities had no bearing on economic expansion. On the other hand, the administration and service of public debt had a significant and positive impact on economic growth. The study recommended that annual government recurrent spending on administration and public debt servicing be maintained, while all leakages resulting from such spending should be stopped to achieve increased growth. Ogar et al. (2019) investigated how government spending affects the expansion of the Nigerian economy from 1980 to 2017. The study focused on the effects of government capital, recurrent spending, and fiscal imbalance on economic growth. Results indicated that
government capital spending contributed to the expansion of the Nigerian economy in a favourable but small way. Additionally, it was shown that the government's budgetary deficit had little adverse impact on the expansion of the Nigerian economy. The analysis found that while government recurrent spending has a negligible short-term positive effect on the growth of the Nigerian economy, it has a negligible long-term beneficial impact on economic growth. Based on the findings, the study suggested that the government overhaul ineffective capital projects to reduce inefficiency in capital expenditure and closely monitor its contract awarding process to prevent overestimation of execution cost and promote economic growth. The government was also urged to increase its recurrent expenditure to sustain the economic growth potential by increasing its expenditure in running governmental activities and planning and coordination. Jibir and Aluthge (2019) used time series data from 1970 to 2017 to estimate the factors influencing government spending in Nigeria. The authors found that a number of factors, including oil income, GDP, population, trade openness, oil price, taxation, and inflation, have a significant impact on how much money Nigeria's government spends. The study suggested that the country's income sources be expanded outside the oil industry, that fiscal and monetary policy be tightened to maintain price level and exchange rate stability, that the use of financial regulation through the surplus crude oil account be enhanced to act as a buffer against oil price fluctuations, and that suitable population control measures be used to slow down the country's fast population increase.

Arawomo and Adeoye (2020) investigated the impact of institutional quality on the link between public spending and economic development in Nigeria from 1986 to 2016. Using the autoregressive distributed lag (ARDL) Bound testing technique, the authors found that corruption has a negative but considerable influence on the link between recurrent spending and economic development, while it has no effect on the association between capital expenditure and economic growth. Democratic accountability affects capital spending and economic growth link negatively and significantly, but positively and significantly affects the relationship between recurrent expenditure and economic growth. The association between recurrent spending and economic growth is similarly impacted negatively by law and order, but the relationship between capital spending and growth is positively impacted. In their study, Ugochukwu and Oruta (2021) examined the impact of various government expenditure components on economic growth in Nigeria from 1981 to 2020. The authors employed secondary data for analysis and utilized the Granger Causality Test
and Error Correction model. The results of the short-run model showed that recurrent expenditures on health, education, and agriculture had a negligible adverse effect on economic development. In contrast, recurrent spending on debt service, road building, and other expenses had a favorable and insignificant influence on economic development. Capital spending on social services had a negative and considerable effect on economic growth, whereas government spending on economic services had a positive and negligible influence. The study did not provide conclusive evidence for the applicability of either Keynesian theory or Adolf Wagner's law in Nigeria. The authors recommended that the government allocate more funds to key sectors, including agriculture, infrastructure, health, and education, and implement monetary and fiscal policies to encourage output and investment to boost domestic revenue and reduce government borrowing.

The link between public spending and economic development is a subject of debate among researchers, as noted by Ekpo et al. (2022). The pro-market perspective suggests that significant government spending contributes to economic instability and impedes economic expansion, whereas the anti-market perspective emphasizes the beneficial impact of government expenditure on economic growth. The authors utilized the bound test (ARDL) technique to investigate the effects of government spending at the aggregate level on economic growth in Nigeria from 1981 to 2018, using a modified and extended aggregate production model. The co-integration findings indicated a long-term connection between total government spending (LTGE) and economic growth in Nigeria. The ARDL findings further revealed that Nigeria's total government spending (LTGE) had a favorable influence on economic growth. The study supported Wagner's theory, indicating a one-way causal link from LGDP to LTGE during the observed time. The authors recommended that public funds be used effectively to provide security and essential infrastructure, particularly for energy and road infrastructure, and emphasized the need for accountability, transparency, and fiscal responsibility in public assignments.

Yerima et al. (2022) utilized time series data from 1986 to 2020 to examine the effect of government spending on economic growth in Nigeria, using the pair-wise causality test and structural vector auto-regression (SVAR) model. The study found that public spending on health and education had little effect on economic expansion, and government debt had no bearing on economic growth. The authors recommended a significant increase in government spending on health and education to meet regional and global benchmarks, as well as a
reduction in borrowing, given that non-productive borrowing accounted for a significant portion of revenue.

In the study by Aluthge et al. (2021), time series data from 1970 to 2019 were utilized to examine the effects of Nigerian government spending (divided into capital and recurrent) on economic development, using the Autoregressive Distributed Lag (ARDL) model. The authors conducted unit root tests and co-integration analysis, taking structural breakdowns into consideration to ensure robust conclusions. The study found that while recurrent spending did not significantly affect economic growth in either the short or long term, capital investment positively and significantly affected economic growth in both the short and long term. The authors recommended that the government increase its share of capital spending, particularly on initiatives that directly impact the welfare of its citizens. Furthermore, the government should reallocate resources toward constructive activities that enhance the nation's human development to improve the spending patterns of recurrent expenditure.

2. METHODS

2.1. Source of Data Collection

This research utilizes secondary data obtained from the 2021 Central Bank Statistical Bulletin. The dataset includes six variables: government expenditure on education (GEE), health (GEH), agriculture (GEA), road and construction (GER&C), transportation and communication (GET&C), as well as economic output (GDP) from 1999 to 2021.

2.2. Method of Data Analysis

Most macroeconomic time series data are often non-stationary in real-world scenarios. A time series dataset is considered to be stationary if the mean and variance are independent of time over the observed period, and the covariance between two time periods depends only on the time interval between the periods and not the actual time at which this covariance is computed. If any or both of these requirements are not met, the process is considered to be non-stationary.

Several tests can be used to evaluate the stationarity of a time series of data. These include the Augmented Dickey-Fuller (ADF) test, the Phillips-Perron test, the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test, and the Phillips-Perron tests. According to Kwiatkowski et al. (1992), the KPSS test is more effective
when detecting trend stationarity, while the ADF test is more effective when detecting difference stationarity. The present study will use the ADF test to assess the stationarity status of the data obtained for the study.

2.2.1 The Augmented Dickey-Fuller (ADF) test
The Augmented Dickey-Fuller (ADF) test is a popular method for checking the presence of a unit root in a time series dataset. The ADF test statistic is typically negative, and as it becomes more negative, the hypothesis that there is a unit root is rejected with greater confidence (Johansen and Juselius, 1992). One common way to perform the ADF test is to test for the presence of a unit root with an intercept. If the test statistic has critical values that are less than the negative value, the null hypothesis of no unit root is rejected. Otherwise, the first difference is taken, and the test is repeated until the null hypothesis is rejected. The number of differences required to reject the null hypothesis is equal to the order of integration or the number of unit roots.

2.2.2. Cointegration Test
Cointegration is the study of stationary linear combinations of integrated variables, which implies a shared stochastic trend and long-run equilibrium. It is useful in distinguishing between short-term and long-term relationships between variables and improving the accuracy of long-term forecasts. To examine the long-term relationship between variables, either the Engle-Granger technique or the Johansen-Juselius approach can be used for cointegration analysis, provided that the variables of interest are integrated into the same order. However, the autoregressive distributed lag (ARDL) approach is preferred when the variables have different orders of integration (Engle and Granger, 1987). In this study, the ARDL approach was used to examine the long-run relationship between the variables since the variables had different orders of integration (I(1) and I(0)).

2.2.3. The Autoregressive Distributed Lag (ARDL) Cointegration Approach
After determining the appropriate lag length (p) using a criterion such as the Final Prediction Error (FPE) criterion, Akaike Information Criterion (AIC), or Schwarz Bayesian Criterion (SBC), the ARDL model is estimated to ensure that the errors are white noise. White noise is a time series sequence of independently distributed random variables with a constant mean and variance. Once the appropriate lag length has been established, the ARDL model is formulated and estimated.
The hypothesis set to achieve the objectives of this study were stated as:

Hypothesis 1:
Null hypothesis (H0): Government expenditure has no significant short-run and long-run impact on economic growth in Nigeria within the current republic.
Alternative hypothesis (Ha): Government expenditure has a significant short-run and/or long-run impact on economic growth in Nigeria within the current republic.

Hypothesis 2:
Null hypothesis (H0): The variables are non-stationary and do not have a normal distribution.
Alternative hypothesis (Ha): The variables are stationary and have a normal distribution.

Hypothesis 3:
Null hypothesis (H0): There is no long-run relationship between government expenditure and economic growth in Nigeria.
Alternative hypothesis (Ha): There exists a long-run relationship between government expenditure and economic growth in Nigeria.

Hypothesis 4:
Null hypothesis (H0): The error correction coefficient and the ECT coefficient are not significant for oscillatory convergence.
Alternative hypothesis (Ha): The error correction coefficient and the ECT coefficient are significant for oscillatory convergence.

3. RESULTS.

3.1. Result of the Descriptive Analysis of the Variables considered in the study

The result of the descriptive statistics presented in Table 1 found that the mean growth output (GDP) over the period of the study was N10.6731 billion, government expenditure on education (GEE) was N5.2309 billion, government expenditure on health (GEH) was N4.6494 billion, government expenditure on agriculture (GEA) was N3.3483 billion, government expenditure on road & construction (GER&C) was N3.9589 billion, while government expenditure on transportation & communication (GET&C) was N3.1189 billion. The standard deviation for the variables showed that the values in the data set were approximately close to their various means.

Table 1. Descriptive Statistics of GDP, government expenditure on education (GEE), government expenditure on health (GEH), government
expenditure on Agriculture (GEA), government expenditure on Road & Construction (GER&C), and government expenditure on Transportation & communication (GET&C).

<table>
<thead>
<tr>
<th>Measures</th>
<th>LOG(GDP)</th>
<th>LOG(GEE)</th>
<th>LOG(GEH)</th>
<th>LOG(GEA)</th>
<th>LOG(GER&amp;C)</th>
<th>LOG(GET&amp;C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>10.6731</td>
<td>5.2309</td>
<td>4.6494</td>
<td>3.3483</td>
<td>3.9589</td>
<td>3.1189</td>
</tr>
<tr>
<td>Median</td>
<td>10.9235</td>
<td>5.1405</td>
<td>4.5961</td>
<td>3.5919</td>
<td>4.4224</td>
<td>3.1940</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.0601</td>
<td>0.8941</td>
<td>1.0351</td>
<td>0.7883</td>
<td>1.1902</td>
<td>0.7679</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.5152</td>
<td>-0.2415</td>
<td>-0.3932</td>
<td>-0.6206</td>
<td>-0.6185</td>
<td>-0.6509</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.0545</td>
<td>1.7215</td>
<td>1.9455</td>
<td>2.1571</td>
<td>1.9840</td>
<td>3.4371</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>1.8743</td>
<td>1.7901</td>
<td>1.6583</td>
<td>2.1573</td>
<td>2.4556</td>
<td>1.8066</td>
</tr>
<tr>
<td>Probability</td>
<td>0.3917</td>
<td>0.4086</td>
<td>0.4364</td>
<td>0.3400</td>
<td>0.2929</td>
<td>0.4052</td>
</tr>
<tr>
<td>Observations</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
</tbody>
</table>

**Source:** Eview 9.0

All the variables were found to be negatively skewed as indicated by negative skewness coefficients with a coefficient of -0.5152, -0.2415, -0.3932, -0.6206, -0.6185, and -0.6509 respectively. The result of the Jarque-Bera test showed that the variables were approximately normally distributed after taking logarithm of the variables with p-values greater than 5% critical value.

**Figure 1. Graph of GEE, GEH, GEA, GER&C and GET&C from 1999-2021**
According to the result presented in Figure 1, government spending on education (GEE) increased more than all other expenditures between 2000 and 2021, despite the fact that GEA was larger than GEE in 1999. From 2010 to 2021, GEH was found to be greater than GER&C, GEA, and GET&C.

3.2. Testing the variables for Stationarity

A stationary process is a process or series whose properties do not depend on the time at which the series is observed. For this purpose, the Augmented Dickey-Fuller (ADF) test was used to test the stationarity of the data.

Table 2. Result of Augmented Dickey-Fuller unit root test for the variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Level</th>
<th>1st Difference</th>
<th>Order of integration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Trend</td>
<td>With Trend</td>
<td>No Trend</td>
</tr>
<tr>
<td>LOG(GDP)</td>
<td>-4.7708</td>
<td>-1.3706</td>
<td>-</td>
</tr>
<tr>
<td>LOG(GEE)</td>
<td>-1.0152</td>
<td>-2.2818</td>
<td>-</td>
</tr>
<tr>
<td>LOG(GEH)</td>
<td>-1.8454</td>
<td>-2.7615</td>
<td>-</td>
</tr>
<tr>
<td>LOG(GEA)</td>
<td>-1.8312</td>
<td>-2.7534</td>
<td>-</td>
</tr>
<tr>
<td>LOG(GER&amp;C)</td>
<td>-1.0012</td>
<td>-2.9368</td>
<td>-</td>
</tr>
<tr>
<td>LOG(GET&amp;C)</td>
<td>-3.8437</td>
<td>-3.9844</td>
<td>-2.5888</td>
</tr>
</tbody>
</table>

Critical values

| Source: | Eview 9.0 |

The result of the unit root test on the variables using the Augmented Dickey-Fuller test statistic obtained in Table 2 found that the GDP, GEE, GEH, GEA, and GER&C has no unit root and stationary overtime at the zero difference with trend since the test statistic value has more negative values (-1.3706, -2.2818, -2.7615, -2.7534, and -2.9368 respectively) at 5% significant level while the GET&C was found to have no unit root and stationary overtime at the first difference with trend since the test statistic value has more negative value (-2.5223) at 5% significant level.

This result implies that GDP, GEE, GEH, GEA, and GER&C are integrated of order 0 (I(0)) while GET&C was integrated of order 1 (I(1)). Hence, all the series
were stationary over the study period with the presence of trend.

3.3. Result of the Co-integration Analysis

The result presented in Table 2 showed that some of the variables were found to be stationary at zero difference $I(0)$ but after first differencing $I(1)$, they all became stationary. The differencing was applied to avoid having a spurious regression. Since the differenced variables were stationary, there could be co-integration between the variables. This test enables one to know if some of the variables in the model are cointegrated and as well shows if there is long term relationship existing between the set of the variables. When the variables are integrated of different order as the situation in the present study, the appropriate method to employ is the autoregressive distributed lag (ARDL) approach. Hence, the present study shall employ the ARDL approach to examine the long-run relationship of the variables since the variables were integrated of order $(I(1)$ and $I(0))$. The number of the lag used in the co-integration test is based on the information criterion used in the underlying model. The co-integration trace test of GDP, GEE, GEH, GEA, GER&C and GET&C were presented in Table 3.

The ARDL Model for the model was presented by performing the ARDL bound test to determine whether the level relationship is present amongst the variables considered in the ARDL model. The result presented in Table 3 shows the estimates of the ADRL model describing the relationship that exists between the GDP, GEE, GEH, GEA, GER&C and GET&C. The result of the ARDL bound test for co-integration presented in Table 3 found a calculated $F$-statistic value of 10.3196 which was above the upper bounds critical value of 3.79 assuming a 5% significance level. This result indicates the rejection of the null hypothesis of no cointegrating relationship amongst the variables of the ARDL model. Hence, the findings imply that GDP is cointegrated with GEE, GEH, GEA, GER&C and GET&C. Also, the result further implies that there exists a long-run relationship amongst the variables.
Table 3. Result of test for the existence of level relationship amongst the variables in the ARDL

<table>
<thead>
<tr>
<th>Number of regressors</th>
<th>Value of statistic $K=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computed F-statistic</td>
<td>10.3196</td>
</tr>
<tr>
<td>5% critical value</td>
<td></td>
</tr>
<tr>
<td>Lower bound value</td>
<td>2.62</td>
</tr>
<tr>
<td>Upper bound value</td>
<td>3.79</td>
</tr>
</tbody>
</table>

The critical bound values were extracted from (Pesaran et al., 2001).

The result obtained in Table 3 revealed that there exist a long-run relationship amongst the variables of the ARDL model since the computed F-statistic value of 10.31955 was greater than the lower and Upper bound values at significant level of 0.05 ($10.3196 > (3.79, 2.62)$). Hence it is appropriate to obtain the estimates of the ARDL long-run coefficient for the model and also obtain the estimates of the error correction model (ECM). The result of the long-run estimates is presented in Table 4 while the result obtained in Table 5 presents the estimates of the corresponding ECM. After evaluating 21 models, the ARDL $(1, 1, 1, 1, 1, 1)$ model was selected as the better model using the Hannan-Quinn criterion (HQ). The result indicates that GDP has 1 lag, GEE has 1 lag, GEH has 1 lag, GEA has 1 lag, GER&C has 1 lag and GET&C has 1 lag in the model; this can be seen in the result presented in Table 5.

Table 4. Estimated long-run coefficients: ARDL$(1, 1, 1, 1, 1, 1)$ selected by Hannan-Quinn criterion (HQ).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG(GEE)</td>
<td>0.3420</td>
<td>1.9385</td>
<td>0.1764</td>
<td>0.8635</td>
</tr>
<tr>
<td>LOG(GEH)</td>
<td>0.8238</td>
<td>1.6475</td>
<td>0.5000</td>
<td>0.6279</td>
</tr>
<tr>
<td>LOG(GEA)</td>
<td>-0.4672</td>
<td>1.3232</td>
<td>-0.3531</td>
<td>0.7314</td>
</tr>
<tr>
<td>LOG(GER&amp;C)</td>
<td>1.3784</td>
<td>1.9598</td>
<td>0.7033</td>
<td>0.4979</td>
</tr>
<tr>
<td>LOG(GET&amp;C)</td>
<td>-0.2442</td>
<td>0.4028</td>
<td>-0.6062</td>
<td>0.5579</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.1271</td>
<td>11.0408</td>
<td>-0.1021</td>
<td>0.9207</td>
</tr>
</tbody>
</table>

Source: Eviews 9

The result of the long-run relationship between the GDP and variables such as GEE, GEH, GEA, GER&C and GET&C presented in Table 4 found that the coefficients for all the variables were insignificant since their p-values less than significant level of 0.05. It was found that GEE, GEH and GET&C have positive
coefficients while GEA and GET&C has a negative coefficient.

From the result presented in Table 4, the Co-integration equation can be expressed as equation (1):

\[
\text{Cointeq} = \log(\text{GDP}) - (0.3420 \times \log(\text{GEE}) + 0.8238 \times \log(\text{GEH}) - 0.4672 \times \log(\text{GEA}) + 1.3784 \times \log(\text{GER&C}) - 0.2442 \times \log(\text{GET&C}) - 1.1271)
\]

(1)

The result presented in Table 5 showed that the error correction coefficient of -1.1271 \((p\text{-value} = 0.4900)\) was significant and indicates that the system corrects its previous period disequilibrium at a speed of 12.7\% annually. The result of the ECT (Error Correction Term) implies an oscillatory convergence since the ECT coefficient falls between 0 and -2; this ensures that the system will be convergent. A further result showed that the lag of all the variables has an insignificant short-term effect on GDP within the observed period.

### Table 5. Error correction representation of the selected ARDL model:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLOG(GEE)</td>
<td>0.0853</td>
<td>0.0868</td>
<td>0.9827</td>
<td>0.3489</td>
</tr>
<tr>
<td>DLOG(GEH)</td>
<td>-0.0320</td>
<td>0.0747</td>
<td>-0.4285</td>
<td>0.6774</td>
</tr>
<tr>
<td>DLOG(GEA)</td>
<td>0.0669</td>
<td>0.0442</td>
<td>1.5130</td>
<td>0.1612</td>
</tr>
<tr>
<td>DLOG(GER_C)</td>
<td>-0.0945</td>
<td>0.0310</td>
<td>-3.0447</td>
<td>0.0124</td>
</tr>
<tr>
<td>DLOG(GET_C)</td>
<td>-0.0179</td>
<td>0.0192</td>
<td>-0.9317</td>
<td>0.3734</td>
</tr>
<tr>
<td>CointEq(-1)</td>
<td>0.0524</td>
<td>0.0749</td>
<td>0.6998</td>
<td>0.4900</td>
</tr>
</tbody>
</table>

Source: EViews 9

### 4. CONCLUSION

This study looked at the composition of government expenditure on growth output in Nigeria with the current republic (1999-2021). The findings of the study showed that the mean growth output (GDP) over the period of the study was N10.6731 billion, government expenditure on education (GEE) was N5.2309 billion, government expenditure on health (GEH) was N4.6494 billion, government expenditure on agriculture (GEA) was N3.3483 billion, government expenditure on road & construction (GER&C) was N3.9589 billion, while government expenditure on transportation & communication (GET&C) was
N3.1189 billion. All the variables were found to be negatively skewed as indicated by negative Skewness coefficients. The result of the Jarque-Bera test showed that the variables were approximately normally distributed after taking logarithm of the variables with p-values greater than 5% critical value.

It was found that government spending on education (GEE) increased more than all other expenditures between 2000 and 2021, despite the fact that GEA was larger than GEE in 1999. From 2010 to 2021, GEH was found to be greater than GER&C, GEA, and GET&C.

The result of the unit root test on the variables using the Augmented Dickey-Fuller test statistic found that variables such as GDP, GEE, GEH, GEA and GER&C are integrated of order 0 (I(0)) while GET&C was integrated of order 1 (I(1)). Hence, all the series were stationary over the study period with the presence of trend.

The result of the ARDL bound test for co-integration showed that GDP is cointegrated with GDP, GEE, GEH, GEA, GER&C and GET&C. Also, the result further implies that there exists a long-run relationship amongst the variables. Hence it is appropriate to obtain the estimates of the ARDL long-run coefficient for the model and also obtain the estimates of the error correction model (ECM). After evaluating 21 models, the ARDL (1, 1, 1, 1, 1, 1) model was selected as the better model using the Hannan-Quinn criterion (HQ). The result indicates that GDP has 1 lag, GEE has 1 lag, GEH has 1 lag, GEA has 1 lag, GER&C has 1 lag and GET&C has 1 lag in the model.

The error correction coefficient was found to be -1.1271 (p-value = 0.4900) which indicates that the system corrects its previous period disequilibrium at a speed of 12.7% annually. The result of the ECT (Error Correction Term) implies an oscillatory convergence since the ECT coefficient falls between 0 and -2; this ensures that the system will be convergent. A further result showed that the lag of all the variables has an insignificant short-term effect on growth output within the observed period.

Based on the findings made in the present study, the following recommendations are hereby made:
i. In order to give the education, health, agriculture, road & construction and transportation & communication sectors the funding they require to have an impact on the economy's overall production, the study recommends that budgetary allocations to the sectors should be reversed from their current downward trend.

ii. The study strongly recommends that the government and key stakeholders should ensure that monies intended for the aforementioned sectors' growth are managed effectively.
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ABSTRACT
This study examines the impact of household income on child labour in the Bauchi Local Government Area of Bauchi State. The study employs the use of a survey research design through questionnaires. Data were obtained from 50 respondents who reside in the Bauchi Local Government Area of Bauchi State. The study makes use of percentage analysis and chi-square for data analysis and tables for data presentation. The result shows that low household income and lack of economic opportunities are the major determinants of child labour in the area, with an inverse relationship between household income and child labour. The research finds that a large majority of respondents (80%) do not receive grants or support from the government. Therefore, the study recommends policies that will provide more employment opportunities and household income schemes.
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1. INTRODUCTION

Child labour is a worldwide phenomenon. An estimated 160 million child labourers are in both industrialized and developing countries (UNICEF, 2022). In Africa, it is estimated that about 26% of activities related to child labour involve children between the ages of 5 and 17 (UNICEF, 2022). In Nigeria, it is estimated that 12-15 million minors work more as a consequence of abject poverty, hunger and destitution. Various research studies on the social characteristics of children susceptible to child labour linked the phenomenon to the socio-economic status of poor parents who subsist at the periphery of the urban economy (Magaji & Musa, 2015). These parents are found among three identifiable economic groups: the small farmers, the petty traders, the employed and the unemployed (Okojie, 2017). These are people whose income, more often falls below the figure established as the poverty line and are counted as poor because they lack the resources to sustain socially acceptable minimum living conditions in terms of income and consumption (Magaji, 2005). The gap between the poverty line and household consumption is, therefore, an important factor that determines child labour (Musa, Magaji & Tsauni, 2022). Child labour is broadly defined as a worker or economically active if he/she is remunerated for the work he/she does or if the output of the work the child does is destined for the market. As noted by the World Bank, (2021), this definition is very narrow and it excludes several activities such as household domestic activities. As a result, this narrow definition leads to an underestimation of the extent of child labour in the household mainly from girls. This limited definition assumes that child labour should only encompass risky jobs for children. Any work that harms children's physical and mental development, robs them of their youth, their potential, and their dignity, according to ILO (2018). In Nigeria, any economic activity that employs a kid younger than the age of 14 is regarded as child labour according to official policy. Child labour, according to Musa, Magaji, and Tsauni (2023), is any activity that exploits children or hinders them from going to school and has a bad impact on their health, and social, cultural, psychological, moral, and religious development. Working seven or more hours per week is included in the temporal components of child labour. Since it is impossible to distinguish between hazardous and non-hazardous child labour, any work performed by children that are younger than 14 in any industry is considered to be child labour (ILO, 2018).
Millions of families face economic difficulties on a global scale, and in certain instances, it comes at the expense of a child’s safety. At the start of 2020, almost 160 million children were working as children, and COVID-19’s effects put an additional 9 million children in danger (UNICEF, 2022). Nearly 1 in 10 youngsters globally fall under this category. Almost half of them are working in dangerous labour that directly jeopardizes their moral development and well-being. For a variety of reasons, parents sometimes drive their children to school. Child labour most frequently occurs when families face financial hardship or uncertainty, whether as a result of poverty, an unexpected illness among caregivers, or the loss of their main source of income.

The results are devastating. Child labour can lead to serious physical, mental, and even fatal harm. Slavery and other forms of economic or sexual exploitation may result. Additionally, it almost always restricts children’s access to healthcare and education, risking their futures and their fundamental rights. Children run the risk of being forced into labour and possibly trafficked if they migrate alone or take irregular routes with their families. Many of these children have been displaced because of war, tragedy, or destitution.

2. REVIEW OF THE LITERATURE AND THEORETICAL FRAMEWORK

2.1. Conceptual Issues

In this investigation, two main concepts were utilized. Household income and child labour are two of these ideas. The following is a review of them:

2.1.1 Concept of Child Labour

The concept under discussion defies straightforward definition. This is because a person who is regarded as a child in one context may not be one in another, just as labour may not be considered to be such in another. Child labour, according to UNICEF (2022), is defined as work that is hazardous to children physically, psychologically, socially, or morally and that tends to rob them of possibilities for growth and education. A kid is a person who is younger than the age of eighteen, according to the United Nations Convention on the Rights of the Child (CRC). The Convention places a strong emphasis on the requirement that children be shielded from abuse, violence, and sexual exploitation as well as from forced labour and dangerous jobs.

According to the International Labour Organization (ILO, 2022) "child labour" is
generally defined as work that deprives children of their youth, their potential, and their dignity and that is detrimental to their physical and mental development. It refers to work that prevents children from attending school, requires them to leave early, or requires them to juggle school attendance with highly arduous labour while also harming them mentally and physically and interfering with their education.

Whether or not a certain type of "work" qualifies as "child labour" depends on the kid's age, the nature and duration of the work, the working environment, and the goals that various nations have. The response varies between nations as well as between states within nations (ILO, 2022).

2.1.2 Household Income

According to the OECD countries (2022), household disposable income is the sum of final consumer spending and savings (excluding changes to household net equity in pension funds). Additionally, this is supported by the overall wages and salaries, mixed income, net property income, net current transfers, social benefits other than social transfers in kind, lower income and wealth taxes, and social security contributions made by employees, independent contractors, and the jobless. The non-profit institutions serving households (NPISH) disposable income is a component of the indicator for the household sector. The price deflator used to obtain real values is consistent with that used to deflate the final consumption expenditure of households and NPISH. The term household income generally refers to the combined gross income of all members of a household above a specified age. Household income includes every member of a family who lives under the same roof, including spouses and their dependents. The incomes of everyone count even if they aren't all used to support the household. Household income also includes anyone living in that home even if they're not related. Household income is an important risk measure used by lenders for underwriting loans and is a useful economic indicator of an area's standard of living.

2.2. Theoretical Framework

2.2.1. Theory of Child Labour

This heading touches on the theory of household decision-making about the employment of children. Greater emphasis will be placed on the more recent literature that addresses the role of income, particularly household income and its relationship with child labour.
The ultimate objective of the review is to identify the household characteristics that ought to emerge in the empirical analysis as statistically significant determinants of child labour, standard of living.

2.2.2. Becker’s New Household Economic Theory
The traditional consumer theory with all its weaknesses is an incomplete interpretation of consumer behaviour and particularly of the behaviour of a household. The so-called alternative model which still represents neoclassical models of consumer behaviour has incorporated some of the elements missing from the traditional theory.

Gary Becker (1962) considers the family to be the most fundamental societal institution in the society and his theory; the new household economic theory was originally adopted to describe resource allocation decision-making and utility maximization processes of households in the USA, Japan and Israel. Later the theory was also applied to developing countries and particularly to the analysis of agricultural households. Becker’s approach brings noteworthy new insights to the traditional consumer theory; for example, he considers the household as both a consumption and a production unit. However, many of Becker’s ideas on household economic behaviours have been presented earlier and thus cannot be regarded as thoroughly new. However, compared to any of the prior presentations, his was more formalized. Neoclassical household decision-making models, which are typically derived from Becker (1962), are frequently used in the examination of child labour. Models of family negotiations can be divided into two main groups: both those where children have little negotiating power and those where children have some sort of innate value. In models where children don’t have a say in family decisions, parents make choices that serve their interests without taking the child’s needs into account. This class of models lends analytical support for public policies that constrain the choices that parents are allowed to make for their children, e.g. compulsory schooling, minimum age of work, and a ban on bonded child labour.

2.3. Empirical Review
In Nigeria’s Katsina State, Abdu, Rabiu, and Usman (2020) investigate how child labour affects students’ access to education. From three senatorial districts in Katsina State, 216 child labourers were chosen using a multistage sampling technique. Data on the respondents’ socioeconomic characteristics, engagement in child labour, causes of child labour, and effects of child labour
were gathered using a structured interview schedule. When analyzing the data, descriptive and inferential statistics were utilized. The findings indicate a strong relationship between the extent of child labour, its root causes, and its perceived impact on education. The findings also demonstrate a substantial association between the effect and family income and the mother's profession. The report suggests that free and obligatory primary and secondary education in the state is taken seriously and that parents who might try to prevent their children from attending school face consequences. Even though it was discovered that there is an inverse and significant association between family income and child labour, this study focuses on the impact of child labour on children's education.

But Oli & Nweke (2021), examine the determinants and prevalent forms of child labour practices in Anambra State's Awka South Local Government Area and Southeast, Nigeria. The target population consisted of only adults who were 18 years and above. The study adopts a mixed-methods research design. A sample size of 200 was statistically generated using the Taro Yamane formula. The study used a multistage sampling procedure which involved simple random sampling and purposive sampling techniques in selecting respondents. The major instruments of data collection used were the questionnaire schedule which is a quantitative method and the in-depth interview guide which is a qualitative method. Quantitative data collected from the field study were processed with the use of Statistical Package for the Social Sciences (SPSS) software. The findings of the study show the determinants of child labour practices include low household income, poverty, educational level of parents, family size, cultural beliefs and living in a slum area. Also, results from the study show that prevalent forms of child labour practices in the Local Government Area of Awka South include hawking, street begging, domestic work, farming and working in factories. This study was conducted only in Awka South Local Government Area of Anambra State in Southeastern Nigeria.

Musa, Magaji, and Tsauni (2022), using the Tobit regression model as the methodology, analyze the socioeconomic determinants of child labour in Northeastern Nigeria. This is done to cover additional areas and socioeconomic determinants of child labour. Their research shows that household income was identified as the primary socioeconomic driver of child labour. Therefore, their study advises taking the required steps including severely punishing individuals involved in child labour-related activities, educating people about the effects of child labour, and providing enough basic infrastructure. Even though Northeastern Nigeria is included in the study, along with many socioeconomic
factors that affect child labour, family income is not given much attention, and there is no clear explanation provided for how much household income influences child labour.

Olukunmi (2017), investigates the socioeconomic determinant of child labour in Ilorin, Kwara State, Nigeria. The data for the study was collected using questionnaires. 400 questionnaires were administered in the five Local Government Areas of the Ilorin metropolis. The data were analyzed using the descriptive statistical method and inferential statistics of Chi-square. The result of the findings shows that low household income is a major determinant of child labour concerning different households. Family size and educational background of parents also affect and influence child labour respectively.

In their 2009 study, Ugal and Undyaundeye look at the problem of child labour in Nigeria. He defined the term broadly and examined the problem of child labour from several angles to uncover the primary causes and effects of national development. His research shows, however, that the idea of child labour is inescapable in some countries due to the poor and socioeconomic conditions of the families, and that this trend can only be reversed when these conditions are changed. By using the aforementioned cures, it can also be stopped. A word from Mill (1970), stated that for a parent to fail to educate the child is a breach of duty not only towards the child but towards the members of the community generally, who are all liable to suffer seriously from the consequences of ignorance. While some situations call for stringent measures as their condition does not warrant this scenario, the only way out is to make the parents aware of the dangers of not educating their children. Therefore, it is important to safeguard children and young people who have not yet reached adulthood from being overworked. It is also forbidden to work too hard or too long a day. Instead of focusing on household income, this study focuses more on household education. Therefore, a study that looks at home wealth as the only factor in determining child labour is required, especially in Bauchi State, Nigeria, which is one of the states with the highest incidence of child labour. This is what this study's goal is.

3. METHODOLOGY
3.1. Research Approach
The research design was the most appropriate one for this investigation. Survey research is described as "the collection of information from a sample of individuals through their responses to questions" (Check & Schutt, 2012). This
kind of study permits the use of numerous techniques for participant recruitment, data collection, and instrumentation. The methods used in survey research can be either quantitative (using questionnaires with numerically rated items) or qualitative (using open-ended questions), or both (mixed method). Surveys are widely utilized in social and psychological research because they are frequently used to describe and explore human behaviour (Singleton & Straits, 2009). The choice of survey research design was informed by the fact that the research was a social survey with management variables. The design was useful to answer research questions. One of the merits of this method is that it has a wide scope which allows a great deal of information to be obtained from a large population that is geographically dispersed (Ndiyo, 2016).

3.2. Area of the Study
Bauchi State is a state in the North-East geopolitical zone of Nigeria, bordered by Kano and Jigawa to the north, Taraba and Plateau to the south, Gombe and Yobe to the east, and Kaduna to the west. It takes its name from the historic town of Bauchi, which also serves as its capital city. The state has a land mass of 45,893 km² with an area of 2,630 km² and was created on 3rd February 1976. Bauchi Local Government is the biggest local government and the state capital in Bauchi State where the study area has a land mass of about 2,640 km².

3.3. Data collection and Analysis of Data
The study’s population comprises residents of the Bauchi Local Government Area of Bauchi State. 50 persons constitute the population of the study which consists of child labourers and household heads.

3.4. Sampling Techniques and Sample Size
The sampling technique adopted is the random sampling technique. Fifty (50) respondents were randomly selected to represent the population of the study which consists of child labourers and household heads.

3.5. Research Instrument
The research tool utilized in this study was a questionnaire. The questionnaire was divided into two sections: Section A and B. Section A was on the demographic data of respondents while Section B provided the answer to the question developed by the researcher on the Nexus between child labour and household income.
3.6. Data collection procedure
Fifty (50) copies of the questionnaire were administered to the respondents within the Bauchi Local Government area of Bauchi State. These copies were personally administered to explain portions that were not clear to the respondents. The assignment was carried out within one week, and copies of the questionnaire were administered and retrieved on the spot to ensure 100% return and avoid waste.

3.7. Method of Data Analysis
Utilizing frequency counts, basic percentages, and correlation analysis, the survey data was examined.

4. RESULTS AND DISCUSSION
4.1. Data Analysis and Presentation
The results of the data analysis were presented in tables while the interpretation followed immediately.

4.2. Respondent Rate
A total of 50 copies of the questionnaire were administered to the resident of the Bauchi Local Government Area of Bauchi State. All the copies of the questionnaire distributed were filled, retrieved and found useable, making a 100% response rate. The high response rate could be attributed to the self-administration of the instrument by the researcher and the cooperation received from the respondent.

Table 4.1: Gender of Respondents

<table>
<thead>
<tr>
<th>Gender</th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>31</td>
<td>62.0</td>
<td>62.0</td>
<td>62.0</td>
</tr>
<tr>
<td>Female</td>
<td>19</td>
<td>38.0</td>
<td>38.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023

Table 4.1 Shows that 31 (62%) of the respondents were males while 19(38%) were females. This indicates that male respondents form the majority of the sample.
### Table 4.2: Category of Respondents

<table>
<thead>
<tr>
<th>Category</th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Household head</td>
<td>35</td>
<td>70.0</td>
<td>70.0</td>
<td>70.0</td>
</tr>
<tr>
<td>Child labourers</td>
<td>15</td>
<td>30.0</td>
<td>30.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Field Survey, 2023

Table 4.2 Reveals that 35 (70%) of the respondents consist of household heads while 15 (30%) of the respondent are made up of child labourers.

### Table 4.3: Age of Respondents

<table>
<thead>
<tr>
<th>Age Range</th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-30</td>
<td>7</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>31-40</td>
<td>4</td>
<td>8.0</td>
<td>8.0</td>
<td>22.0</td>
</tr>
<tr>
<td>41-50</td>
<td>16</td>
<td>32.0</td>
<td>32.0</td>
<td>54.0</td>
</tr>
<tr>
<td>51-above</td>
<td>23</td>
<td>46.0</td>
<td>46.0</td>
<td>98.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Field Survey, 2023

Table 4.3 Reveals that 7 (14%) of the respondents belong to the age range of 18-30 years, 4 (8%) are within the range of 31-40 years and 15 (30%) belong to the age range of 41-50 years while 23 (46%) fall between age range 51-above. This shows that respondents with age 51-above years had the highest frequency.

### Table 4.4: No. of people in the Household

<table>
<thead>
<tr>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-4</td>
<td>11</td>
<td>22.0</td>
<td>22.0</td>
</tr>
<tr>
<td>5-8</td>
<td>25</td>
<td>50.0</td>
<td>72.0</td>
</tr>
<tr>
<td>9-14</td>
<td>9</td>
<td>18.0</td>
<td>90.0</td>
</tr>
<tr>
<td>15-above</td>
<td>5</td>
<td>10.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Field Survey, 2023
Table 4.4 Reveals that 11 (22%) of the respondent's household constitute a range of 2 – 4 people, 25 (50%) of the respondent household constitute a range of 5-8 people, 9(18%) has between 9-14 people in their household while 5 (10%) of the respondents have between 15people or more in their household with a range of 5-8 people having the highest number in their household.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>16,000-30,000</td>
<td>7</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>31,000-50,000</td>
<td>17</td>
<td>34.0</td>
<td>48.0</td>
</tr>
<tr>
<td>51,000-above</td>
<td>26</td>
<td>52.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023

Table 4.5 household income reveals the household income of the respondent. 7(14%) of the respondent's household income falls between N16,000 – N30,000; 17 (34%) of respondents' household income falls between N31,000 – N50,000; 26 (52%) of the respondent household income falls between the range of N51,000 – above. This shows that the majority of the respondent's households earn between N51,000 – above.

Table 4.6 Education

<table>
<thead>
<tr>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>10</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>YES</td>
<td>40</td>
<td>80.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023

Table 4.6 Reveals that about 10(20%) of respondent children do not receive any formal education while 40(80%) of respondent children or children receive formal education. This shows that a larger population of the respondent children are educated.
Table 4.7 Do your children help in business or farms?

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>10</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>YES</td>
<td>40</td>
<td>80.0</td>
<td>80.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023

Table 4.7 reveals that about 10(20%) of respondent children do not assist either in business or farms while 40(80%) respondent children or children assist one way or the other either in business or farms. This shows that a larger population of the respondent engage in child labour

Table 4.8 Are you currently receiving any child support or grant from the Government?

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>46</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
</tr>
<tr>
<td>YES</td>
<td>4</td>
<td>8.0</td>
<td>8.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023

Table 4.8 reveals that about 46(92%) of respondent children do not receive any child support or grant from the government while 4 (8%) of respondent enjoys child support from the Government. This shows that a larger population of the respondent are self-dependent on their income.

Table 4.9 Family or household income is said to be a major determinant of the increase or decrease in the rate of child labour in Bauchi LGA of Bauchi State

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>6</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>YES</td>
<td>44</td>
<td>88.0</td>
<td>88.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>100.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023
In Bauchi LGA of Bauchi State, Table 4.9 presents the respondent's perspective on whether household income plays a significant role in determining the prevalence of child labour. While 44 (88%) of the respondents agree that family or household income is a major factor in changes in the rate of child labour in the Bauchi LGA of Bauchi State, 6 (12%) of the respondents disagree with the idea that household income plays a significant role in determining whether child labour rates increase or decrease. However, the idea is backed by a bigger portion of the respondents. Additionally, this would suggest that there is a connection between household income and child labour in Bauchi LGA, Bauchi State.

Table 4.10 What is the highest level of education our child has completed

<table>
<thead>
<tr>
<th>Level of Education</th>
<th>Frequency</th>
<th>%</th>
<th>Valid %</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Certificate</td>
<td>16</td>
<td>32.0</td>
<td>32.0</td>
<td>32.0</td>
</tr>
<tr>
<td>Secondary Certificate</td>
<td>26</td>
<td>52.0</td>
<td>52.0</td>
<td>84.0</td>
</tr>
<tr>
<td>Post-secondary Certificate</td>
<td>8</td>
<td>16.0</td>
<td>16.0</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>50</strong></td>
<td><strong>100.0</strong></td>
<td><strong>100.0</strong></td>
<td></td>
</tr>
</tbody>
</table>

*Source: Field Survey, 2023*

Table 4.10 reveals the highest level of education of the respondent child, 16(32%) attended up to the primary level of education, 26(52%) attained up to secondary school education, and 8(16%) only attained post-secondary school education. However, it could be deduced that the level of education of respondent wards with the highest frequency is those with a secondary certificate with 26 (52%) respondents.

4.3. Research Questions

Research Question One: What is the relationship between household income and child labour in the Bauchi Local Government Area of Bauchi State?

Table 4.11: Correlation between household income and participation of wards in labour.

<table>
<thead>
<tr>
<th>Do your wards help in Business or Farms?</th>
<th>Household Income</th>
</tr>
</thead>
</table>

491
Correlation Coefficient

<table>
<thead>
<tr>
<th></th>
<th>1.000</th>
<th>-.567</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do your wards help in Business or Farms?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig.(1-tailed)</td>
<td>.</td>
<td>2.124</td>
</tr>
<tr>
<td>N</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Correlation Coefficient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household Income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sig.(1-tailed)</td>
<td>2.124</td>
<td>.</td>
</tr>
<tr>
<td>N</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

Source: Field Survey, 2023

Table 4.11 reveals that there is a negative and inverse relationship between household income and child labour in Bauchi LGA of Bauchi state, this relationship is however significant as evaluated with the t-stat of 2.124 which shows that it is statistically significant.

This leads us to reject our null hypothesis (HO1) and draw the conclusion that there is a substantial correlation between household income and child labour in the Bauchi Local Government Area of Bauchi State.

4.4. Discussion of Findings

This research investigates the connection between family income and child labour in Bauchi LGA of Bauchi State. According to the findings of this study, the vast majority of respondents (80%) do not get government subsidies or assistance, which may contribute to the high rates of child labour in the area. This suggests that government support and social programs may be necessary to address the issue of child labour in the area. Additionally, the research found that 52% of respondents had a monthly earning within the range of #52,000 and above, which highlights that poverty is not the only driver of child labour and there may be other factors such as lack of economic opportunities, cultural norms, or poor access to education and social services.

It's also crucial to remember that although a significant portion of respondents (80%) permit their kids or wards to pursue formal education, this does not preclude the possibility of child labour. Children who are also working might not have the time to get to school or the energy they need to do well. This emphasizes the necessity for education and child labour laws that address the
relationship between work and education and make sure that kids can go to school while simultaneously making a safe and sustainable contribution to their families incomes.

5. Conclusion and Recommendations

In conclusion, the study contends that the main causes of child labour in Bauchi LGA, Bauchi State, are poverty and a lack of employment opportunities. To effectively address this issue, the government must offer assistance and social programs to low-income families as well as create employment options for local people to lessen the reliance on child labour. It is crucial to develop laws that strike a balance between the demands of families for a living and the rights of children to an education and protection from hazardous employment. Other elements to take into account include cultural norms and insufficient access to social services and education and it is recommended that the government at all levels (federal, state, and local) should provide and also implement policies and economic programmes that will enhance household heads daily income in Bauchi Local Government Area of Bauchi State, Nigeria

Limitation and Further Research

In the course of this study, some limitations were faced; issue of proper funding made the study to have limited sample size and barrier in language in that in some areas populations could not read English nor write.

Based on the research findings, it would be beneficial to conduct further studies that delve deeper into the other factors that drive child labor in Bauchi Local Government Area of Bauchi State, Nigeria. For example, a study that specifically examines the cultural norms and attitudes towards child labor in the area and how they contribute to the problem.

Additionally, it would be interesting to investigate the effectiveness of different types of government support and social programs in reducing child labor. This could include a study that compares the impact of cash transfers, education subsidies, and vocational training programs on child labor rates. Furthermore, it would be valuable to study the impact of interventions that target families and children simultaneously, such as conditional cash transfers linked to education attendance, in order to understand how best to support families and children in the area.
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ABSTRACT

Development is a very broad concept that includes economic as well as political, cultural, social, health and education issues. Economic growth in developing countries can be achieved by a fair distribution of income among individuals, as in developed countries. From this point of view, policies that reduce income inequality among individuals will increase the living standards of disadvantaged groups. In addition, policies designed to reduce income inequality can help foster more inclusive economic growth. As a matter of fact, minimizing income inequality is among the priorities of countries with a social state understanding. In this study, the relationship between economic growth and income distributions was examined in line with the latest data announced in Turkey. As a result, policy recommendations for reducing poverty for Turkey, which is included in the group of developing countries, are presented.
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1. INTRODUCTION

Income inequality, which shows the degree of income distribution in economies, is not only an economic problem, but also a psychological and social problem in both developed and developing and less developed countries. (Getaye, 2021). Positive trends in income distribution allow individuals to benefit more from education, health, culture, and other activities. It also enables individuals to seize certain opportunities in their lives.

Economic growth is expressed as the increase in GDP, which is the monetary value of final goods and services produced by countries during a given period. In addition, the increase in the factors of production consisting of labor, capital, entrepreneur and natural resources is also defined as economic growth. Income distribution, on the other hand, emerges from the way this monetary value is distributed among societies. Naturally, any imbalance in this distribution is likely to exacerbate the disparities between the lower, middle, and upper classes, leading to social unrest and adversely affecting various factors such as economic growth, development, education, health, inefficiency, and changes in living standards (Todaro and Smith, 2014; Karaş, 2021).

Policies designed to reduce income inequality can help foster more inclusive economic growth. For example, investing more in education or increasing infrastructure services can reduce income inequality.

Increasing income inequality among individuals can effect economic growth negatively. When incomes are concentrated among specific groups, it can lead to a decrease in demand for goods and services. When the demand for goods and services decreases, economic growth progresses at lower levels. Additionally, the increasing income inequality among individuals can also lead to social and political unrest.

Income inequality is a complex issue and has important implications for economic growth. Up to a certain level of income inequality provides incentives for innovation and investment and this makes it a positive power for economic growth. Wealthy individuals and businesses have resources to invest in new technologies and ideas that can stimulate economic growth and create new jobs. Furthermore, individuals with high incomes can also contribute to economic growth by financing research and development that can advance science and
technology, benefiting the overall economy (Gelgo, Hirko, 2023).

2. THEORY OF ECONOMIC GROWTH AND INCOME INEQUALITY

The direct impact of income inequality on economic growth has been the subject of numerous studies in the field of economics for a long time. The classical perspective claims a positive relationship between income inequality and economic growth. This claim is based on the idea put forward by Adam Smith (1776). Although Adam Smith based economic growth on the division of labor, he argued that increases in the amount of production as a result of increasing labor power and productivity would positively affect economic growth. Neoclassicals (Solow and Swan) argued that there is no meaning between these two variables. The studies of modern economists, however, have shown that income inequality has uncertain effects on economic growth (Galor, 2009-2011; Topuz, Yıldırım, 2017; Lahouij, 2017).

The relationships between economic growth and income distribution were first examined by Kuznets (1955). In his study, Kuznets examined the relationship between per capita income and how this income is distributed among the population. Additionally, it is known that income inequality in countries can be beneficial for incentives and can contribute to the process of economic growth. Several studies have been conducted using different methods to explain the relationship between income inequality and economic growth. The first study on this topic was conducted by Simon Kuznets. Kuznets' work suggests an inverted U-shaped relationship between per capita gross national product and income inequality. In the early stages of economic growth, income inequality increases within a country. The increase in income inequality leads individuals to save more, and these savings are then transformed into investments, resulting in economic growth until a certain point is reached. In the long run, when Kuznets refers to the advanced stage, labor preferences will change. In other words, as per capita income increases in less developed countries, income inequality continues to increase until it reaches a maximum point, and then it decreases as per capita income further increases. Kuznets initially examined the trajectory of income inequality during the process of economic growth in the United States, United Kingdom, and Germany. In his research, he observed a significant decrease in income inequality in America and the United Kingdom after World War I. He then investigated how the transition from the agricultural sector to the industrial sector affected income. In this case, Kuznets found that individuals
transitioning from the agricultural sector to the industrial sector experienced greater income growth, but this also resulted in increased income inequality. The basis of this assumption lies in the income differences from the agriculture and industry sectors. Capital is shifting from one sector (agriculture) to another (industry). Individuals are choosing to leave their land and migrate to developed cities in order to earn higher incomes. If migration and urbanization occur simultaneously, income inequalities can decrease, and economic growth can be achieved (Brussola, 2011).

Reducing income inequality through economic growth has been a controversial issue in the field of economy for many years. The relationship between income inequality and economic development has been tried to be explained by different theorists at different times. Due to the fact that the periods are taken as short and long in the studies, the differences in development between the countries and the results obtained as a result of the different distinctions are different, there is no consensus on how these two variables affect the economic development. Income inequality is generally high in developing and underdeveloped countries. Ensuring income equality will also bring sustainable development for countries (Aghion et al., 1999). In addition to studies in which the effect of income inequality between individuals on economic growth is positive (Amar and Zghidi 2016, Bénabou 1996, Fosu 2008, Getaye 2021, Jin and Lee 2017, Madsen, Islam and Doucouliagos 2018, Vo et al. 2019), there are also studies that concluded the relationship between these two variables negatively (Girma and Shete 2018, Majeed 2016, Wan, Lu and Chen 2006, Barro 2000).

3. INCOME INEQUALITY AND ECONOMIC GROWTH IN TURKEY

Income distribution is one of the key indicators of a country's development. Ensuring a fair distribution of income can lead to a better quality of life for individuals within a society. Otherwise, income inequality can cease to be just an economic issue and become a social, political, and psychological problem. Furthermore, achieving income justice among individuals can contribute to social harmony. Reducing income inequality is a priority for countries with a social welfare state concept. Income inequality should not be perceived solely as an economic problem. It can lead to a decrease in savings, which in turn reduces investments. This can result in a slowdown of the market and further decrease in individuals' income levels, leading to an increase in poverty (Ravallion, 2011).
In Turkey, regional inequalities, especially between the Eastern and Western regions, have been a major focus of policymakers. The Five-Year Development Plans prepared since 1960 also address the issue of income inequality. Measures taken by policymakers to reduce income inequality in Turkey include improvements in the labor market, education conditions, healthcare, social security networks, as well as adjustments in social transfers and tax policies (https://www.sbb.gov.tr/wpcontent/uploads/2022/07/On_Birinci_Kalkinma_Plan i-2019-2023.pdf). In recent times, to explain the increasing income inequality, factors such as regional economic conditions, changes in the labor market, demographic changes among individuals, regional shifts in labor markets, and changes in institutions and organizations have been examined (Breau, 2015).

**Figure 1: Causes of Income Inequality**

![Image of Figure 1]

**Source:** (Rahaman, 2023)

Figure 1 presents the causes of income inequality. Income inequality can vary over time and have both positive and negative effects on economic growth. Among the reasons for income inequality, market concentration, weak labor protections, inadequate social security networks, capital-biased technological
change, and skill-biased technological change are highlighted.

Market Concentration: During periods of rapid economic growth, certain firms may capture a larger share of the market compared to other firms. In such cases, wealth distribution tends to favor the firms with higher market share during times of growth.

Weak Labor Protections: In periods of increased economic growth, there may be instances where labor unions are unable to adequately protect workers' rights. This can lead to a decrease in workers' wages, resulting in an increase in income inequality among individuals.

Inadequate Social Security Networks: During times of rapid economic growth, disadvantaged groups may struggle to access social security networks due to factors such as job loss, illness, or other adverse circumstances. This can contribute to a further increase in income inequality between the poor and the wealthy.

Capital-Biased Technological Change: With the advancement of technology, capital owners can achieve higher returns. This can contribute to an increase in income inequality.

Skill-Biased Technological Change: As technology continues to advance, there is a shift in demand from unskilled labor to skilled labor. This leads to higher wages for skilled workers than unskilled workers, increasing income inequality among individuals.
In Chart 1, per capita GDP and gini coefficient values for the years 2006-2022 in Turkey are given. The Gini coefficient is a value that shows income inequality within social groups and takes a value between 0 and 1. If this value approaches 1, it indicates that income inequality among individuals increases, and if it approaches 0, income inequality decreases. Accordingly, GDP per capita, which was 11484 TL in 2006, increased to 176589 TL in 2022. With the effect of the economic crisis in 2009, there was a decrease in GDP per capita. If we look at the Gini coefficient values, the value which was 0.403 in 2006 increased to 0.412. This shows that income inequality has increased, albeit slightly. Afterwards, with the changes that occurred in Turkey, increases and decreases are seen in the Gini coefficient from time to time. With the first case that started in China in 2019 and emerged in Turkey in 2020, an increase in income inequality is observed due to the damage to many sectors, the closure of workplaces, curfews and other measures taken. In addition, the increase in inflation rates with Covid in the same period both affected economic growth negatively and caused the income distribution differences between the segments to increase.
In Graph 2, GDP per capita and P80/P20 values for the years 2006-2022 in Turkey are given. The P80/P20 value is the ratio of the income of the 20% with the highest income to the income of the 20% with the lowest income. As this ratio gets smaller, it means that income inequality decreases. An increase in this ratio means that income inequality also increases. The P80/P20 value, which was 8.1 in 2006, decreased to 7.8 by 2022. A decrease in the ratio means that the income inequality between the poor and the rich decreases.

Table 1: Annual Average Equivalent Household Disposable Individual Income (TL)

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR Türkiye</td>
<td>48 642</td>
</tr>
<tr>
<td>Average (TL)</td>
<td></td>
</tr>
<tr>
<td>TR10 (İstanbul)</td>
<td>69 904</td>
</tr>
<tr>
<td>TR51 (Ankara)</td>
<td>59 798</td>
</tr>
<tr>
<td>Region Code</td>
<td>Region Description</td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>TR31</td>
<td>(İzmir)</td>
</tr>
<tr>
<td>TR21</td>
<td>(Tekirdağ, Edirne, Kırklareli)</td>
</tr>
<tr>
<td>TR41</td>
<td>(Bursa, Eskişehir, Bilecik)</td>
</tr>
<tr>
<td>TR61</td>
<td>(Antalya, Isparta, Burdur)</td>
</tr>
<tr>
<td>TR32</td>
<td>(Aydın, Denizli, Muğla)</td>
</tr>
<tr>
<td>TR42</td>
<td>(Kocaeli, Sakarya, Düzce, Bolu, Yalova)</td>
</tr>
<tr>
<td>TR22</td>
<td>(Balıkesir, Çanakkale)</td>
</tr>
<tr>
<td>TR90</td>
<td>(Trabzon, Ordu, Giresun, Rize, Artvin, Gümüşhane)</td>
</tr>
<tr>
<td>TR52</td>
<td>(Konya, Karaman)</td>
</tr>
<tr>
<td>TR81</td>
<td>(Zonguldak, Karabük, Bartın)</td>
</tr>
<tr>
<td>TR71</td>
<td>(Kırıkkale, Aksaray, Niğde, Nevşehir, Kırşehir)</td>
</tr>
<tr>
<td>TR83</td>
<td>(Samsun, Tokat, Çorum, Amasya)</td>
</tr>
<tr>
<td>TR82</td>
<td>(Kastamonu, Çankırı, Sinop)</td>
</tr>
<tr>
<td>TR33</td>
<td>(Manisa, Afyon, Kütahya, Uşak)</td>
</tr>
<tr>
<td>TR62</td>
<td>(Adana, Mersin)</td>
</tr>
<tr>
<td>TR72</td>
<td>(Kayseri, Sivas, Yozgat)</td>
</tr>
<tr>
<td>TRA1</td>
<td>(Erzurum, Erzincan, Bayburt)</td>
</tr>
<tr>
<td>TRB1</td>
<td>(Malatya, Elazığ, Bingöl, Tunceli)</td>
</tr>
<tr>
<td>TR63</td>
<td>(Hatay, Kahramanmaraş, Osmaniye)</td>
</tr>
<tr>
<td>TRC1</td>
<td>(Gaziantep, Adıyaman, Kilis)</td>
</tr>
<tr>
<td>TRA2</td>
<td>( Ağrı, Kars, İğdır, Ardahan)</td>
</tr>
<tr>
<td>TRC3</td>
<td>(Mardin, Batman, Şırnak, Siirt)</td>
</tr>
<tr>
<td>TRC2</td>
<td>( Şanlıurfa, Diyarbakır)</td>
</tr>
<tr>
<td>TRB2</td>
<td>(Van, Muş, Bitlis, Hakkâri)</td>
</tr>
</tbody>
</table>

Source: TÜİK

In Table 1, annual average equivalent household disposable income is given. In 2022, the annual average household disposable income in Turkey was 48,642 TL. Accordingly, TR10 (İstanbul), TR51 (Ankara), TR31 (İzmir), TR21 (Tekirdağ, Edirne, Kırklareli), TR41 (Bursa, Eskişehir, Bilecik), TR61 (Antalya, Isparta, Burdur), TR32 (Aydın, Denizli, Muğla) regions earn income above the Turkey average. Based on this situation, the lowest annual average equivalent household income in 2022 was realized in TRB2 (Van, Muş, Bitlis, Hakkâri) region with 23 thousand 063 TL.
Table 2: Gini Coefficient by Equivalent Household Disposable Individual Income

<table>
<thead>
<tr>
<th>VERSION</th>
<th>Version ID</th>
<th>Gini coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>2022</td>
<td>TR81 (Zonguldak, Karabük, Bartın)</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>TR42 (Kocaeli, Sakarya, Düzce, Bolu, Yalova)</td>
<td>0.309</td>
</tr>
<tr>
<td></td>
<td>TRB1 (Malatya, Elazığ, Bingöl, Tunceli)</td>
<td>0.314</td>
</tr>
<tr>
<td></td>
<td>TRC2 (Şanlıurfa, Diyarbakır)</td>
<td>0.340</td>
</tr>
<tr>
<td></td>
<td>TRC1 (Gaziantep, Adıyaman, Kilis)</td>
<td>0.341</td>
</tr>
<tr>
<td></td>
<td>TR82 (Kastamonu, Çankırı, Sinop)</td>
<td>0.346</td>
</tr>
<tr>
<td></td>
<td>TR90 (Trabzon, Ordu, Giresun, Rize, Artvin, Gümüşhane)</td>
<td>0.351</td>
</tr>
<tr>
<td></td>
<td>TR22 (Balikesir, Çanakkale)</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>TR33 (Manisa, Afyon, Kütahya, Uşak)</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>TR41 (Bursa, Eskişehir, Bilecik)</td>
<td>0.355</td>
</tr>
<tr>
<td></td>
<td>TR21 (Tekirdağ, Edirne, Kırklareli)</td>
<td>0.358</td>
</tr>
<tr>
<td></td>
<td>TR32 (Aydın, Denizli, Muğla)</td>
<td>0.360</td>
</tr>
<tr>
<td></td>
<td>TR61 (Antalya, Isparta, Burdur)</td>
<td>0.362</td>
</tr>
<tr>
<td></td>
<td>TRB2 (Van, Muş, Bitlis, Hakkâri)</td>
<td>0.363</td>
</tr>
<tr>
<td></td>
<td>TR63 (Hatay, Kahramanmaraş, Osmaniye)</td>
<td>0.373</td>
</tr>
<tr>
<td></td>
<td>TR83 (Samsun, Tokat, Çorum, Amasya)</td>
<td>0.375</td>
</tr>
<tr>
<td></td>
<td>TRA1 (Erzurum, Erzincan, Bayburt)</td>
<td>0.377</td>
</tr>
<tr>
<td></td>
<td>TR71 (Kırıkkale, Aksaray, Niğde, Nevşehir, Kırşehir)</td>
<td>0.383</td>
</tr>
<tr>
<td></td>
<td>TR31 (İzmir)</td>
<td>0.385</td>
</tr>
<tr>
<td></td>
<td>TR72 (Kayseri, Sivas, Yozgat)</td>
<td>0.387</td>
</tr>
<tr>
<td></td>
<td>TRC3 (Mardin, Batman, Şırnak, Siirt)</td>
<td>0.396</td>
</tr>
<tr>
<td></td>
<td>TR62 (Adana, Mersin)</td>
<td>0.399</td>
</tr>
<tr>
<td></td>
<td>TRA2 ( Ağrı, Kars, Iğdır, Ardahan)</td>
<td>0.399</td>
</tr>
<tr>
<td></td>
<td>TR51 (Ankara)</td>
<td>0.402</td>
</tr>
<tr>
<td></td>
<td>TR52 (Konya, Karaman)</td>
<td>0.413</td>
</tr>
<tr>
<td></td>
<td>TR Türkiye</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>TR10 (İstanbul)</td>
<td>0.444</td>
</tr>
</tbody>
</table>

Source: TÜİK

In Table 2, the gini coefficients are given according to the equivalent household
disposable income. Accordingly, the gini coefficient in Turkey in 2022 was 0.415. If this value is close to 1, it indicates that income inequality has increased, and if it is close to 0, it indicates that income inequality has decreased. According to the latest researches, the region with the highest income inequality is TR10 (Istanbul) Region with 0.444. In addition, the regions with the least income inequality are TR81 (Zonguldak, Karabük, Bartın) and TR42 (Kocaeli, Sakarya, Düzce, Bolu, Yalova).

Table 3: P80/P20 Ratio by Equivalent Household Disposable Individual Income

<table>
<thead>
<tr>
<th>Equivalent Household Disposable Individual Income</th>
<th>P80/P20 Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRB1 (Malatya, Elazığ, Bingöl, Tunceli)</td>
<td>4.5</td>
</tr>
<tr>
<td>TR81 (Zonguldak, Karabük, Bartın)</td>
<td>4.5</td>
</tr>
<tr>
<td>TR42 (Kocaeli, Sakarya, Düzce, Bolu, Yalova)</td>
<td>4.9</td>
</tr>
<tr>
<td>TRC1 (Gaziantep, Adıyaman, Kilis)</td>
<td>5.0</td>
</tr>
<tr>
<td>TRC2 (Şanlıurfa, Diyarbakır)</td>
<td>5.3</td>
</tr>
<tr>
<td>TR41 (Bursa, Eskişehir, Bilecik)</td>
<td>5.5</td>
</tr>
<tr>
<td>TR32 (Aydın, Denizli, Muğla)</td>
<td>5.7</td>
</tr>
<tr>
<td>TR90 (Trabzon, Ordu, Giresun, Rize, Artvin, Gümüşhane)</td>
<td>5.9</td>
</tr>
<tr>
<td>TR33 (Manisa, Afyon, Kütahya, Uşak)</td>
<td>5.9</td>
</tr>
<tr>
<td>TRB2 (Van, Muş, Bitlis, Hakkari)</td>
<td>5.9</td>
</tr>
<tr>
<td>TR61 (Antalya, Isparta, Burdur)</td>
<td>5.9</td>
</tr>
<tr>
<td>TR82 (Kastamonu, Çankırı, Sinop)</td>
<td>6.0</td>
</tr>
<tr>
<td>TR21 (Tekirdağ, Edirne, Kırklareli)</td>
<td>6.0</td>
</tr>
<tr>
<td>TRA1 (Erzurum, Erzincan, Bayburt)</td>
<td>6.1</td>
</tr>
<tr>
<td>TR22 (Balıkesir, Çanakkale)</td>
<td>6.1</td>
</tr>
<tr>
<td>TR63 (Hatay, Kahramanmaraş, Osmaniye)</td>
<td>6.4</td>
</tr>
<tr>
<td>TR71 (Kırıkkale, Aksaray, Niğde, Nevşehir, Kırşehir)</td>
<td>6.5</td>
</tr>
<tr>
<td>TR83 (Samsun, Tokat, Çorum, Amasya)</td>
<td>6.6</td>
</tr>
<tr>
<td>TR31 (İzmir)</td>
<td>6.8</td>
</tr>
<tr>
<td>TRC3 (Mardin, Batman, Şırnak, Siirt)</td>
<td>6.9</td>
</tr>
<tr>
<td>TR51 (Ankara)</td>
<td>7.0</td>
</tr>
<tr>
<td>TR72 (Kayseri, Sivas, Yozgat)</td>
<td>7.2</td>
</tr>
<tr>
<td>TR62 (Adana, Mersin)</td>
<td>7.2</td>
</tr>
</tbody>
</table>
In Table 3, P80/P20 ratios are given according to the equivalent household disposable income. As of 2022, this rate is 7.9 in Turkey. Accordingly, the regions with the highest income inequality are TR10 (İstanbul) with 8.1, TRA2 (Ağrı, Kars, Iğdır, Ardahan) with 7.9. The regions with the lowest value and the lowest income inequality are TRB1 (Malatya, Elazığ, Bingöl, Tunceli) with 4.5, TR81 (Zonguldak, Karabük, Bartın) with 4.5 and TR42 (Kocaeli, Sakarya, Düzce, Bolu, Yalova) with 4.9. 

4. CONCLUSION

Equitable distribution of income among individuals increases the welfare of individuals, but also contributes positively to economic growth as they spend more with their increased income. For this purpose, income inequality and the elimination of this inequality are among the main goals of policy makers. In this study, per capita income and gini coefficients for the period 2006-2022 in Turkey are presented and P80/P20 ratios and per capita income are compared. In addition, region-based disposable personal incomes and gini coefficients for 2022 are also included.

In developing and underdeveloped countries, there are reasons that make the rich richer and the poor poorer. For a developing country like Turkey, in order to overcome these problems, policy makers need to implement practices that will promote fair income distribution. In addition, in order for everyone to benefit from economic growth, it is necessary to establish systems where everyone can easily benefit from education and health services. Policies should be implemented to strengthen labor protections as well as to improve social safety nets. In addition, policy makers need to provide financial support to those with low capital and equal opportunity in their access to financial instruments. With the development of education and health services, the existing income inequality can be reduced to a minimum. Therefore, investments in these sectors should also be supported.
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ABSTRACT

The purpose of this study is to examine the relationship among gross domestic product (GDP), gross capital formation (GFC), and gross national savings (GNS) at the current price level in the Oman economy. This study also looks at the long-term relationship between GDP and the GFC and GNS. The study's main objectives are to find out the causal relationship between GDP, GNS, and GFC and identify the long-run cointegration between GDP, GFC, and GNS at the current price level. The study has taken secondary data from the last 10 years (2010–2021). The study design is longitudinal as time series data have been used to meet our objectives. The study applied the correlogram test to check whether the series are stationary or not. and also, the Granger causality test to find the direction of the GDP, GFC, and GNS. This study further used the Eagle Granger residual-based cointegration test and DOLS approaches to identify the long-run cointegration between GDP and its independent variable. With the application of the correlogram test, it has been discovered that GDP and GFC are stationary at their current levels, whereas GNS is stationary at the first difference to satisfy the assumption of the cointegration test. The study reported that there is no significant relationship between saving, capital formation, and economic growth at current prices in Oman’s economy. However, the finding also that there is no long-run cointegration between GDP at current prices and GNS and GFC Overall, the findings of the study are based on current prices, which affect nominal GDP. Provide the evidence, as in Oman the savings rate is very low, which means a reduction in capital formation, so it is suggested to focus on other variables that could result in constant growth of the country's economy in the long run.

KEY WORDS: Gross domestic product, Gross National saving, Gross capital formation, cointegration, casual
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1. INTRODUCTION

Gulf countries have experienced significant economic growth, primarily driven by the oil sector. This has led to increased revenues, allowing these countries to invest in various sectors such as infrastructure, education, and healthcare. However, relying heavily on the oil sector poses risks due to frequent changes in the price of oil and the finite nature of these resources. Consequently, understanding the factors contributing to economic growth beyond the oil sector is crucial for diversifying their economies and ensuring sustainable development. Finance Map of the World (2013) defined economic growth as an increment in the productivity of goods and services in any country from the previous year.

Roy Harrod (1939) and Evsey Domar (1946) gave a slow growth model, which suggested that if the government encouraged saving in the country, it would lead to economic growth. They gave a mathematical equation, \[ G = \frac{\Delta Y}{Y} = \frac{s}{k}, \] which states that if you increase saving, it will increase output. According to Prashanth Kanniga (2021), capital formation is the result of saving which further accelerates economic growth by adding the productivity of labor and large-scale production. He also stressed that if a country increases its saving it can use its resources in the best manner which increase output, reduce unemployment, and make the economy free from debt.

(Chow, 1993) researched that in China those who have accumulated savings act as an engine for economic growth. Saving stimulates fixed capital and the country can achieve high economic growth with sufficient savings. According to (Wollasa. L.Kumo, 2011) insufficient saving and investment specifically in developing nations is a constraint for economic growth, especially in sub-Saharan Africa.

Bakare (2011) used the OLS model to investigate the relationship between capital formation and economic growth in Nigeria. He discovered that there is a significant positive relationship between national income and saving, which accelerates economic growth, and he suggested that the government promote the habit of saving to have sustained economic growth.

C. Mphuka (2010) examines the causality between economic growth and saving in Zambia using the VAR model. Findings indicate that economic growth and saving are unidirectional, which means economic growth is the cause of saving and not vice versa. Nicholas M. Odhiambo (2008, 2009) conducted two studies, one in Kenya and the other in South Africa, to compare the relationship between
saving and economic growth. He used causality and co-integration tests to conduct the study. A study proved that there is a significant positive relationship between savings and economic growth.

Mohan (2006) examined the relationship between economic growth and saving at different levels of income. He collected secondary data from 20 countries and found that growth rate leads to saving in 13 countries, but in other countries, growth rate and saving are bidirectional and cause each other. Jagadeesh, D. (2015), investigates the application of the Harrod model in the economy of Botswana to understand the relationship between saving and economic growth. He used the ARDL model to prove his result. The study found that there is a significant relationship between saving and economic growth, and the study also supports the Harrod-Domar growth model. Kaur, S. (2021) found that the GDP of Saudi Arabia is largely dependent on capital formation and gross savings, and she proved a positive linear relationship between gross capital formation and the GDP of the country.

K. R. V. Rao (1980): The main objective of this study based on financial planning is to determine how much capital formation and saving have increased in India during the last three decades, which stimulates economic growth. This paper examined the policy of the government as well as the effective utilization of the resources in the country for economic and social welfare.

Therefore, the main aim of this study is to find the causal relationship and cointegration between gross domestic product (GDP), gross national saving (GNS), and gross capital formation (GCF) in the Oman economy. This study also focused on whether the behavior of Saving and capital formation contributes to the economic growth (GDP at current price) of the Oman economy.

2. RATIONALE OF THE STUDY

The above research produced diverse findings addressing the relationship between savings, capital formation, and economic development. While some studies claim that savings lead to economic development, others support savings and growth as being indirectly related. The effects of saving and growth are different in different countries, and they purely depend on whether a country is developed or developing. Because per-capita income is different among the countries. However, countries with a high rate of saving lead to capital formation and accelerate economic growth indirectly, and some result shows that economic growth causes saving. There is a mixed view about the relationship among the given variables.
3. CONCEPTUAL FRAMEWORK

We can derive a mathematical model here based on the growth model given by Harrod and Domar which is GDP=f (GCF, GNS) as per our objective. Figure 1 explains the conceptual framework where relationships among GDP, GNS, and GCF have been established and the combined impact of GNS and GCF on gross domestic product. This figure shows that GDP, GNS, and GCF are affecting each other, and GCF and GNS jointly affect GDP.

4. AIMS AND OBJECTIVES OF THE STUDY

The main aim of this study is to examine the role of savings and capital formation in the economic development of the Sultanate of Oman.

4.1. Specific objectives of the study
1. To investigate the causal relationship between gross savings, gross capital formation, and gross domestic product of the country
2. To identify the long-run integration among GNS, GCF, and GDP of Oman

4.2. Hypotheses of the study
For objective 1, there are six hypotheses, and for objective 2, there are two hypotheses.
1. For objective 1, we have created six null hypotheses.
2. H (1)-GDP does not cause GNS.
3. H (2)-GNS does not cause GDP.
4. H (3)-GDP does not cause GCF.
5. H (4)-GCF does not cause GDP.
6. H (5)-GNS does not cause GCF.
7. H (6)-GCF does not cause GNS.

For objective 2, we have created two hypotheses.
1. H (0): There is no long-run cointegration among GNS, GCF, and GDP.
2. H (1): There is long-run cointegration among GNS, GCF, and GDP.

5. RESEARCH METHODOLOGY
In this study, we have examined the relationship between GDP, GNS, and GFC in Oman’s economy. The study design is descriptive as we have explained the behavior of the given variables. The study constitutes a longitudinal study as secondary data has been collected over the last 11 years. The research design is descriptive and longitudinal, and a quantitative method has been used to reach our objectives. Time series data on gross national savings, gross capital formation, and GDP at current prices covering the period from 2010 to 2021 have been collected from NCSI-Oman (Table 2). Gross Domestic Product, Gross National Savings, and Gross Capital Formation are the variables listed in Table No. 1 of this paper. The econometric software package E-Views for Windows is used to process these statistics.

<table>
<thead>
<tr>
<th>Variable Type</th>
<th>Variable Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent</td>
<td>Gross domestic product at the current price</td>
</tr>
<tr>
<td>Independent</td>
<td>Gross national savings at the current price</td>
</tr>
</tbody>
</table>
Table 2. -GDP, GNS, GCF for the period (2010-2021)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross National Saving at the current price</td>
<td>116.07</td>
<td>130.98</td>
<td>131.10</td>
<td>118.44</td>
<td>8.60</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>9.00</td>
<td>7.90</td>
</tr>
<tr>
<td>Gross Fixed Capital Formation at the current price</td>
<td>850.81</td>
<td>929.38</td>
<td>103.54</td>
<td>106.31</td>
<td>102.93</td>
<td>113.52</td>
<td>52.59</td>
<td>10.50</td>
<td>10.34</td>
<td>5.71</td>
</tr>
<tr>
<td>GDP at Current Prices</td>
<td>2499.97</td>
<td>336.08</td>
<td>345.80</td>
<td>356.42</td>
<td>302.64</td>
<td>288.87</td>
<td>310.89</td>
<td>351.84</td>
<td>338.59</td>
<td>97.08</td>
</tr>
</tbody>
</table>

Source: NCSI-Oman

To examine the causality and co-integration among GDP, GNS, and GCF, various time series models have been applied. To test whether the data series is stationary or not, the correlogram method has been applied in the study, and further Eagle Granger residual-based co-integration, and the OLS approach has been used.

We must determine whether the data series is stationary or not before running the Granger causality test and both co-integration tests. All the tests can only be used if the series is stationary. In this study, the correlogram formal method has been used to determine whether the GDP, GCF, and GNS time series is stationary or not, which is going to justify the autocorrelation between data sets over various periods with the help of the E-views program. Further, the data will be analyzed using the Granger causality and Eagle Granger cointegration models and the OLS model to test the cointegration between the series.

5.1. Data analysis and Interpretation

In an attempt to find the direction of causality and co-integration between all
variables (savings, economic growth, and capital formation) it is important to understand whether the time series are stationary or not. Given below is the autocorrelation of the GDP, GNS, and GCF in Tables no. 3, 4, 5, and 6.

**Fig 2. GDP at the level**

CORRELOGRAM OF GDP AT LEVEL

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Partial Correlation</th>
<th>AC</th>
<th>PAC</th>
<th>Q-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.177</td>
<td>0.177</td>
<td>0.4778</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>-0.356</td>
<td>-0.399</td>
<td>2.6020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-0.369</td>
<td>-0.258</td>
<td>5.1402</td>
</tr>
</tbody>
</table>

Sample: 2010-2021, observation-12, lag-3

Here the p-value is greater than 0.05, so we can conclude that the data is stationary at the level. Even the spikes of autocorrelation are in between the vertical dotted lines, which shows that the data is stationary at the level.

**Fig 3. GFP at level**

CORRELOGRAM OF GFC AT LEVEL

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Partial Correlation</th>
<th>AC</th>
<th>PAC</th>
<th>Q-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.434</td>
<td>0.434</td>
<td>2.6932</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.114</td>
<td>-0.092</td>
<td>2.8988</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-0.185</td>
<td>-0.248</td>
<td>3.5137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>-0.279</td>
<td>-0.120</td>
<td>5.1065</td>
</tr>
</tbody>
</table>

Sample: 2011-2021, observation-11 after adjustment, lag-3

Here p-value is greater than 0.05 so we can conclude that data is stationary at the level. Even the Auto correlation spikes are also in between the vertical lines which shows that the data series is stationary at level.

**Fig 4. GNS at level**

CORRELOGRAM OF GNS AT LEVEL

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Partial Correlation</th>
<th>AC</th>
<th>PAC</th>
<th>Q-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.627</td>
<td>0.627</td>
<td>5.6262</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.111</td>
<td>-0.466</td>
<td>5.8212</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-0.072</td>
<td>0.250</td>
<td>5.9135</td>
</tr>
</tbody>
</table>

Sample: 2011-2021, observation-11 after adjustment, lag-3
Here p-value is less than 0.05 so we can conclude that the data series is non-stationary at the level. Even the spikes of auto correlation are also outside the vertical lines which shows that the data series is nonstationary at a level. To make it stationary we have created a new series of GNS with the first difference as given below in Fig no. 5.

**Fig 5. GNS at the first difference (DGNS)**

CORRELOGRAM OF GNS AT FIRST DIFFERENCE (DGNS)

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Partial Correlation</th>
<th>AC</th>
<th>PAC</th>
<th>Q-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>-0.009</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>-0.473</td>
<td>3.3607</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>-0.295</td>
<td>4.8570</td>
</tr>
</tbody>
</table>

Sample: 2012-2021, observation-10 after adjustment, lag-3

In Fig No. 5 Here p-value is greater than 0.05 so we can conclude that data is stationary at the first level not at the level. Even the spikes are also in between the vertical lines which shows that the DGNS is stationary at the first difference.

As a result of the correlogram test, we can conclude that GDP and GCF are stationary at the level and DGNS stationary at the first difference. Further, to perform the causality and co-integration tests, we have used GDP, GCF, and DGNS (gross national saving at first difference) to satisfy our above-mentioned objectives.

**Objective-1**

**Table 3. Pairwise Granger Causality Test**

PAIRWISE GRANGER CAUSALITY TEST

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Observations</th>
<th>F-Statistics</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP does not granger cause DGNS</td>
<td>8</td>
<td>3.85867</td>
<td>0.1481</td>
</tr>
<tr>
<td>DGNS does not granger cause GDP</td>
<td>8</td>
<td>0.16497</td>
<td>0.8551</td>
</tr>
<tr>
<td>GFC does not granger cause DGNS</td>
<td>8</td>
<td>2.50611</td>
<td>0.2291</td>
</tr>
</tbody>
</table>
The Granger causality test, as reported in Fig. 6, shows that there is no causality between gross national saving, gross capital formation, and GDP. The p-value is greater than the significance level of 0.05, indicating that null hypotheses are accepted. None of the variables is the cause of the other. All variables are independent, which means GDP, DGNS, and GCF are not statistically significant. Hence, we can conclude that there is no causality among the GDP, DGNS, and GCF. Additionally, the behavior of DGNS and GFC is not able to forecast the behavior of economic growth and vice versa.

**Objective -2**

To identify the long-run integration among GNS, GCF, and GDP of Oman. We have used two tests. The main assumption of this test is all variables should be stationary which we have satisfied by the correlogram test.

1. Eagle granger residual-based cointegration test
2. OLS (ordinary least square)

**Empirical test-1-eagle granger residual-based cointegration test**

This test has been performed in three steps

Step-1 - Model for Eagle Granger residual-based test

GDP=a+b1 (GCF)+b2 (DGNS)+e where a is the intercept, b1 and b2 are the coefficient and e is the error

Step 2 -Estimate its residual error.

Given Below is the fig no. 7 of residual error of Eagle Granger residual cointegration test. We have identified the residual error to identify whether the unit root is present or not in the error series and to satisfy step number 3 as
given below. - In performing an augmented dickey fuller test. If the series has a unit root that means the data is non-stationary and it will justify the cointegration between dependent and independent variables as given in step 3.

Residuals from the equation with dependent variables GDP Modified: 2010 to 2021// Residual error

Table 4. Residual error from the equation with dependent variable

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-3398.1701...</td>
<td></td>
</tr>
<tr>
<td>-489.93573...</td>
<td></td>
</tr>
<tr>
<td>121.497301...</td>
<td></td>
</tr>
<tr>
<td>1634.89004...</td>
<td></td>
</tr>
<tr>
<td>-1426.5551...</td>
<td></td>
</tr>
<tr>
<td>-2640.8739...</td>
<td></td>
</tr>
<tr>
<td>-403.06347...</td>
<td></td>
</tr>
<tr>
<td>2171.51062...</td>
<td></td>
</tr>
<tr>
<td>2010.92121...</td>
<td></td>
</tr>
<tr>
<td>-693.00742</td>
<td></td>
</tr>
<tr>
<td>3112.78664</td>
<td></td>
</tr>
</tbody>
</table>

Sample-2010-2021

analyses and discusses the responses to questions on the techniques used in forecasting stock purchases by SMEs in the mobile industry, the stock management measures they employ, the factors that hinder the effectiveness of stock management, as well as the correlation between stock turnover and financial performance among the SMEs concerned.

Table 5. Application of unit root test on the error series

Null Hypothesis is: ERROR has a unit root
Exogenous: Constant
Lag Length :0 (Automatic -based on SIC, maxlag=1)

<table>
<thead>
<tr>
<th></th>
<th>t-statistics</th>
<th>Prob*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistics</td>
<td>-2.474884</td>
<td>0.1483</td>
</tr>
<tr>
<td>Test Critical value</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% Level</td>
<td>-4.297073</td>
<td></td>
</tr>
<tr>
<td>5% Level</td>
<td>-3.212696</td>
<td></td>
</tr>
<tr>
<td>10% Level</td>
<td>-2.747876</td>
<td></td>
</tr>
</tbody>
</table>

*MacKinnon (1996) one-sided p-values
Warning: Probabilities and critical values calculated for 20 observations and may not be accurate for a sample size of 10

Augmented Dickey-Fuller test equation

Dependent variable :D (ERROR)

Method : Least Square

Sample adjusted 2012 to 2021

Observations: 10 after adjustment

Table 6. Residual error from the equation with dependent variable GDP

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>Std. error</th>
<th>t-statistics</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERROR (-1)</td>
<td>-0.833884</td>
<td>0.336966</td>
<td>-2.474684</td>
<td>0.0384</td>
</tr>
<tr>
<td>C</td>
<td>391.5254</td>
<td>611.0750</td>
<td>0.640716</td>
<td>0.5396</td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.433591</td>
<td>Mean</td>
<td>651.0957</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.362709</td>
<td>S.D.</td>
<td>2384.839</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>1903.709</td>
<td>Akaike</td>
<td>18.11785</td>
<td></td>
</tr>
<tr>
<td>Sum Squared residual</td>
<td>28992856</td>
<td>Schwarz</td>
<td>18.17837</td>
<td></td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-88.58926</td>
<td>Hannan-Quinn</td>
<td>18.05146</td>
<td></td>
</tr>
<tr>
<td>F-statistics</td>
<td>0.124062</td>
<td>Durbin-Watson Stat.</td>
<td>1.721285</td>
<td></td>
</tr>
<tr>
<td>Prob.(F-statistics)</td>
<td>0.038429</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sample 2010-2021

As shown in Fig. 8, the null hypothesis is error has a unit root, indicating that the error series is non-stationary. In the figure, the p-value is 0.1483, which is more than 0.05 significant level, so hypotheses have been accepted and we can conclude that the error series has a unit root and series is non-stationary at level, which proves GDP, which is a dependent variable, is not co-integrated with saving and capital formation.

As the Engle-Granger test considers the null hypothesis that there is no cointegration, which means there is no correlation between GDP (a dependent variable) and DGNS and GCF (an independent variable) in the long run which accepts the null hypothesis of our objective -2 and reject the alternate hypothesis.

Empirical Test-2-OLS method to test cointegration

Table 7. Least square method, GDP as the dependent variable, GFC,
In this study, the DOLS approach is also applied to identify dynamic long-run cointegration between GDP and its independent variables. Here, the p values of GFC and DGNS are greater than 0.05, so the result is insignificant, and we accept the null hypothesis that there is no cointegration among GDP, DGNS, and GCF. Even the value of R, which is 0.3, is not much and does not count for GDP. Value of f-statistics 1.8860, which is above 0.05, which shows that we accept the null hypothesis that GDP, DGNS, and GFC do not co-integrate and affect GDP much. So, we can conclude that capital formation and saving do not explain GDP at the current price in the Oman economy as per the last 11 years of data. Both tests provide the same decision, which means there is no long-term integration between GDP, DGNS, and GFC.

### 5.2. The Findings of the Study

Given below are the table of hypotheses and their related decision

<table>
<thead>
<tr>
<th>Objectives</th>
<th>Hypothesis</th>
<th>P value is greater than 0.05</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H0(1)-GDP does not cause GNS</td>
<td>Yes</td>
<td>Don’t Reject</td>
</tr>
<tr>
<td></td>
<td>H0(2)-GNS does not cause GDP</td>
<td>Yes</td>
<td>Don’t Reject</td>
</tr>
<tr>
<td></td>
<td>H0(3)-GDP does not cause GCF</td>
<td>Yes</td>
<td>Don’t Reject</td>
</tr>
<tr>
<td></td>
<td>H0(4)-GCF does not cause GDP</td>
<td>Yes</td>
<td>Don’t Reject</td>
</tr>
<tr>
<td></td>
<td>H0(5)-GNS does not cause GCF</td>
<td>Yes</td>
<td>Don’t Reject</td>
</tr>
<tr>
<td></td>
<td>H0(6)-GCF does not cause GNS</td>
<td>Yes</td>
<td>Don’t Reject</td>
</tr>
</tbody>
</table>
The result shows that Oman’s economic growth (GDP at current prices) does not cause GNS or GCF, and neither gross capital formation nor gross national saving cause gross domestic product as per 2010–2021 data at current prices. Also, there is no long-run correlation between growth, saving, and capital formation at the current price.

6. CONCLUSION

We investigate the causal relationship of GDP, GCF, and GNS and the long-run impact of GNS and GCF on GDP, and for this, the last 11 years of time series were used. The study conducted by Roy Harrod (1939); Evsey Domar (1946), Prashanth Kanniga (2021), (Chow, 1993), (Wollasa. L.Kumo, 2011) showed that saving led to the capital formation which accelerated economic growth and any country with insufficient saving will lead to more unemployment and constraint economic growth but in our study, it has been concluded that there is no causal relationship among the GNS. GDP and DGNS mean that the behavior of GDP, national savings, and capital formation cannot be forecasted with each other at the current price level. The study conclusion is based on the current price level, not the real price level which is the significant limitation for giving such a result. most of the studies were conducted at real prices rather than the current price level. Even Bakare (2011), C. Mphuka (2010), Odhiambo (2008, 2009), and Jagadeesh, D. (2015) in their studies they have used different models like OLS, VAR, and Casualty tests to identify the direction between saving and economic growth and all those studies do not support our conclusion of the research paper. The study found that there is a significant relationship between saving and economic growth, and the study also supports the Harrod-Domar growth model as a result of objective number -2, it was explained that economic growth is not co-integrated with saving and capital formation with the application of both the model of Eagle Granger residual-based cointegration and the ordinary least squares method. There is no combined effect of GNS and GCF on GDP at the current price of the country in the long run.
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